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A sum node is smooth if its children depend on the same set of variables.

Tractable marginals

Darwiche and Marquis, “A Knowledge Compilation Map”, 2002

A product node is decomposable if its children depend on disjoint sets of variables.



[Darwiche & Marquis JAIR 2001, Poon & Domingos UAI11]
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Learning Expressive Probabilistic Circuits

Hidden Chow-Liu Trees

Learned CLT structure 
captures strong pairwise 

dependencies

Anji Liu and Guy Van den Broeck. Tractable Regularization of Probabilistic Circuits, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/LiuNeurIPS21.pdf
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Learning Expressive Probabilistic Circuits

Hidden Chow-Liu Trees

Learned HCLT structure

Compile into an 
equivalent PC

Learned CLT structure 
captures strong pairwise 

dependencies

Mini-batch Stochastic
Expectation Maximization

Anji Liu and Guy Van den Broeck. Tractable Regularization of Probabilistic Circuits, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/LiuNeurIPS21.pdf


Lossless Data Compression

Encode …
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+
Efficient coding algorithm

Determines the theoretical 
limit of compression rate

How close we can approach 
the theoretical limit

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf


Compress       with
                      bits 

A Typical Streaming Code – Arithmetic Coding 

We want to compress a set of variables (e.g., pixels, letters)  
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Probabilistic Circuits
- Expressive

Time complexity of 
en/decoding is O( |p| log(D) ), 
where D is the # variables and 
|p| is the size of the PC.

→

→ SoTA likelihood on MNIST.

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.
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Lossless Neural Compression with Probabilistic Circuits

- Fast

https://arxiv.org/pdf/2111.11632.pdf


Lossless Neural Compression with Probabilistic Circuits

SoTA compression rates

Compress and decompress 5-40x faster than NN methods with similar bitrates 

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf


Lossless Neural Compression with Probabilistic Circuits

Can be effectively combined with Flow models to achieve better 
generative performance

Anji Liu, Stephan Mandt and Guy Van den Broeck. Lossless Compression with Probabilistic Circuits, 2021.

https://arxiv.org/pdf/2111.11632.pdf


Tractable and expressive generative models of genetic variation data

Meihua Dang , Anji Liu , Xinzhu Wei , Sriram Sankararaman, and Guy Van den Broeck, Tractable and expressive generative models of genetic variation data, RECOMB 2022

 



PC Learners keep getting better!    … stay tuned …

work in progress by Honghua Zhang, Meihua Dang, Anji Liu

 



Training SotA likelihood full MNIST probabilistic circuit model in ~7 minutes on GPU: 
https://github.com/Juice-jl/ProbabilisticCircuits.jl/blob/master/examples/train_mnist_hclt.ipynb 

https://github.com/Juice-jl/ProbabilisticCircuits.jl/blob/master/examples/train_mnist_hclt.ipynb
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Determinism

Darwiche and Marquis, “A Knowledge Compilation Map”, 2002







    

Queries as pipelines: KLD

 

 

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Queries as pipelines: Cross Entropy

 

⇒ we can reuse the 
operations!

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


smooth,
decomposable,
deterministic

smooth,
decomposable

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Tractable circuit operations

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Inference by tractable operations
systematically derive tractable inference algorithm of complex queries

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Even harder queries

 



Pruning circuits

 

YooJung Choi, Tal Friedman and Guy Van den Broeck. Solving Marginal MAP Exactly by Probabilistic Circuit Transformations, 2021.

https://arxiv.org/pdf/2111.04833.pdf


Iterative MMAP solver

Prune edges

Tighten bounds

 

YooJung Choi, Tal Friedman and Guy Van den Broeck. Solving Marginal MAP Exactly by Probabilistic Circuit Transformations, 2021.

https://arxiv.org/pdf/2111.04833.pdf


Probabilistic Sufficient Explanations
Goal: explain an instance of 
classification (a specific prediction)

[Khosravi et al. IJCAI19, Wang et al. XXAI20]

Explanation is a subset of features, s.t.
1. The explanation is 

“probabilistically sufficient”
Under the feature distribution,
given the explanation,
the classifier is likely to make 
the observed prediction.

2. It is minimal and “simple”



Model-Based Algorithmic Fairness: FairPC
Learn classifier given
● features S and X
● training labels/decisions D

Group fairness by 
demographic parity:
 

Fair decision Df should be 
independent of 
the sensitive attribute S

Discover the latent fair 
decision Df by learning a PC.

[Choi et al. AAAI21]



Prediction with Missing Features
X1 X2 X3 X4 X5 Y 

x1 
x2 
x3 
x4 
x5 
x6 
x7 
x8 

Train Classifier

?
?

?

X1 X2 X3 X4 X5 
x1 
x2 
x3 
x4 
x5 
x6 

Test with missing features

Predict

See work on
• Expected predictions / conformant learning [Khosravi et al.]
• Generative forests [Correia et al.]



Tractable Computation of Expected Kernels

- How to compute the expected kernel given two distributions p, q?

- Circuit representation for kernel functions, e.g.,

Wenzhe Li, Zhe Zeng, Antonio Vergari and Guy Van den Broeck. Tractable Computation of Expected Kernels, UAI, 2021.

http://starai.cs.ucla.edu/papers/LiUAI21.pdf


Tractable Computation of Expected Kernels: Applications

- Reasoning about support vector regression (SVR) with missing features

- Collapsed Black-box Importance Sampling: minimize kernelized Stein discrepancy

SVR model
missing 
features

importance weights

expected kernel 
matrix

Wenzhe Li, Zhe Zeng, Antonio Vergari and Guy Van den Broeck. Tractable Computation of Expected Kernels, UAI, 2021.

http://starai.cs.ucla.edu/papers/LiUAI21.pdf
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Probabilistic circuits seem awfully general. 

Are all tractable probabilistic models 
probabilistic circuits?



Enter: Determinantal Point Processes (DPPs)

DPPs are models where probabilities are specified by (sub)determinants

 

 

Tractable likelihoods and marginals

Global Negative Dependence

Diversity in recommendation systems



Relationship between PCs and DPPs

Positive 
Dependence

Fully
Factorized

Probabilistic 
Circuits

Determinantal
Point Processes

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


PSDDs

More Tractable Fewer Constraints

Deterministic and 
Decomposable 

PCs

Deterministic PCs 
with no negative 

parameters

Deterministic PCs 
with negative 
parameters

Decomposable PCs 
with no negative 

parameters
(SPNs)

Decomposable PCs 
with negative 
parameters

We cannot tractably represent DPPs with subclasses of PCs

No
No

No No

No We don’t know

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


Probabilistic Generating Circuits

Probabilistic
Circuits

Determinantal 
Point Processes

Probabilistic 
Generating Circuits

A Tractable Unifying Framework for PCs and DPPs
Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Probability Generating Functions

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


1. Sum nodes         with weighted edges to 

children. 

2. Product nodes         with unweighted 

edges to children.

3. Leaf nodes: z_i or constant.

Probabilistic Generating Circuits (PGCs)

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


DPPs as PGCs

 

 

Division-free determinant algorithm
(Samuelson-Berkowitz algorithm)

Constant

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


PGCs Support Tractable Likelihoods/Marginals

 

 

 

 

Purely 
symbolic

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Example

 

 

 

 

    

  

 

 

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Experiment Results: Amazon Baby Registries

SimplePGC achieves SOTA 
result on 11/15 datasets

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf
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Learn more about probabilistic circuits?

https://youtu.be/2RAG5-L9R70 

http://starai.cs.ucla.edu/papers/ProbCirc20.pdf 

Tutorial (3h) Overview Paper (80p)

https://youtu.be/2RAG5-L9R70
http://starai.cs.ucla.edu/papers/ProbCirc20.pdf











