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Abstract— Multiple access-based collision avoidance MAC
protocols have typically used fixed transmission power, and
have not considered power control mechanisms based on the
distance of the transmitter and receiver in order to improve
spatial channel reuse.

This work proposes PCMA, a p
¯
ower c

¯
ontrolled m

¯
ultiple

a
¯
ccess wireless MAC protocol within the collision avoid-
ance framework. PCMA generalizes the transmit-or-defer
“on/off” collision avoidance model of current protocols to
a more flexible “variable bounded power” collision suppres-
sion model. The algorithm is provisioned for ad hoc net-
works and does not require the presence of base stations to
manage transmission power (i.e. it is decentralized). The
advantage of implementing a power controlled protocol in
an ad-hoc network is that source-destination pairs can be
more tightly packed into the network allowing a greater
number of simultaneous transmissions (spectral reuse).

Our initial simulation results show that the PCMA can
improve the throughput performance of the non-power con-
trolled IEEE 802.11 by a factor of 2 with potential for ad-
ditional scalability as source destination pairs become more
localized, thus providing a compelling reason for migrating
to a new power controlled multiple access wireless MAC
protocol standard.

Keywords— Multipel access, ad hoc wireless networks,
power control

I. Introduction

A major issue in wireless networks is developing efficient
medium access protocols that optimize spectral reuse, and
hence, maximize aggregate channel utilization. Recent the-
oretical studies have shown that ideal medium access pro-
tocols using optimal power control can improve aggregate
channel utilization by up to a factor of O(

√
ρ), where ρ

is the density of nodes in the region (using fluid model
approximations) [1]. This motivates the study of power-
controlled wireless medium access protocols.

Past work on power control has primarily dealt with cel-
lular networks, where separate frequency bands are typi-
cally allocated for uplink and downlink channels and base
stations provide centralized control [2], [3]. Distributed
power control algorithms have also been presented [4], [5]
in the sense that individual base stations control the power.
However, these techniques still require the fundamental
cellular configuration (mobile users communicate through
base stations - centralized access). Other work has focused
on MAC protocols that control the transmission power
level to conserve power consumption [6], [7].

This paper differs from related work in two significant
ways: (a) we focus on wireless multiple access networks,
where all nodes share a single channel and there is no cen-
tralized control or access, and (b) we focus on power con-
trol as a mechanism for increasing channel efficiency rather
than as a mechanism for increasing battery life (though
that may be a desirable offshoot of our approach).

The dominant wireless multiple access protocol is cur-
rently the IEEE 802.11 standard, which follows the
“carrier sense multiple access with collision avoidance
(CSMA/CA)” paradigm. Our goal is to propose power-
controlled multiple access protocols that follow the same
collision avoidance principle. To the best of our knowl-
edge, there exists no power-controlled MAC protocol that
fits within the collision avoidance framework. We show in
Section II that this is due to fundamental characteristics
of the handshake and collision suppression mechanisms in
the CSMA/CA class of protocols, which require that sta-
tions transmit all control packets at the same power level.
The main contribution of this work is to achieve power
controlled transmission while still preserving the collision
avoidance property of multiple access protocols. Our pro-
posed protocol, PCMA (power controlled multiple access)
demonstrates improvements in aggregate channel utiliza-
tion by more than a factor of 2 compared to the IEEE
802.11 protocol standard.

The rest of the paper is organized as follows. Sec-
tion II discusses the challenges in achieving power con-
trolled CSMA/CA protocols, and presents the overview of
the PCMA approach. Section III discusses the channel
characteristics and power constraints that must be consid-
ered when implementing a power controlled wireless MAC
protocol. Section IV defines the PCMA protocol. In Sec-
tion V, PCMA is compared to IEEE 802.11 and an ideal
power controlled protocol using an implementation in the
ns2 wireless network simulator. Finally, Section VI sum-
marizes key results and issues.

II. The Problem and Approach to the Solution

Multiple access-based collision avoidanceMAC protocols
have made the case that a sender-receiver pair should first
“acquire the floor” before initiating a data packet trans-
mission [8], [9], [10], [11]. Acquiring the floor allows the
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sender-receiver pair to avoid collisions due to hidden and
exposed stations in shared channel wireless networks (Fig-
ure 1 illustrates the scenario). The protocol mechanism
that is used to achieve such collision avoidance typically
involves preceding a data packet transmission with the ex-
change of a RTS/CTS (request-to-send/clear-to-send) con-
trol packet handshake between the sender and receiver.
This handshake allows any station that either hears a con-
trol packet or senses a busy carrier to avoid a collision
by defering its own transmissions while the ongoing data
transmission is in progress (as shown in Figure 1).

Data

RTS
CTS

ACK

C

Time

A B D

Fig. 1. General Protocol Operation for Multiple Access with Col-
lision Avoidance. The top part of the figure shows four wireless
nodes that have a transmission range shown by the dashed el-
lipses. A is the sender, B is the receiver, C is the exposed station
(within range of sender, but not receiver) and D is the hidden
station (within range of receiver, but not sender). Note that for
a successful A-B transmission, D must not transmit. When A
wants to send a data packet to B, it senses the channel to see if it
is free. Then A sends an RTS to B. If C hears the RTS, it defers
until A can hear B’s CTS. If B is free to receive, it sends back a
CTS to A. When D hears the CTS, it defers transmission until
A finishes sending data to B. When C hears a busy carrier, it
defers transmission. After B receives the data packet correctly,
it sends back an ACK to A. This is the ideal operation of the
protocol.

While acquiring the floor to enable collision avoidance
from hidden and exposed stations is certainly a funda-
mental requirement for the efficient operation of wireless
medium access, this method precludes multiple concurrent
transmissions over the region of the acquired floor. To
optimize spatial channel reuse in a shared wireless chan-
nel network, a pair of communicating nodes must only ac-
quire the minimum area of the floor that is needed for it
to successfully complete a data transmission (Figure 2 il-
lustrates this scenario). Unfortunately, it turns out that
for the collision avoidance mechanisms considered above
(for 802.11) to work correctly, the control and data pack-
ets must be transmitted with a fixed power because of the
following reason. When A is sending data to B, B’s CTS
must reach every hidden station whose transmission can
cause a collision at B. Likewise, A’s RTS must reach ev-
ery exposed station with whom its data transmission can

collide. This means that an RTS-CTS exchange must ac-
quire the channel over the maximum range over which any
hidden or exposed station can cause collisions (a function
of the maximum transmit power of an interfering station).
Thus, even if A’s data transmission is sent at a lower power
(for purposes of power conservation), the A-B pair must
acquire the channel assuming the worst case transmission
power of all other (potentially interfering) stations in their
region. From the perspective of channel reuse, this im-
plies that adjusting transmission for data has no impact
in terms of increasing channel reuse, and is equivalent to
a “fixed power” MAC protocol. In summary, because con-
trol packets will need to be transmitted at the same fixed
(maximum) power, current multiple access MAC protocols
that follow the above framework cannot adaptively change
the floor size acquired depending on how close the trans-
mitter and receiver are to each other.
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Fig. 2. Motivation for Power Control in Collision Avoidance-based
Medium Access. For the given placement of nodes, in a tradi-
tional collision avoidance-based MAC protocol, if C is sending to
D then A could not send to B since B would hear the RTS from
C and sense the ongoing transmission. However, if C reduced its
transmission power such that it would be just enough for D to
capture its signal then other nodes in the region (e.g. A) could
also proceed with their transmission. Such a protocol would al-
low for a tighter packing of source destination pairs within a
network environment, thereby improving the spectral reuse.

Our goal is to change the “on/off fixed power” trans-
mission model of the existing protocols to a more flexi-
ble “bounded and variable power controlled” transmission
model, thereby changing the fixed floor acquisition model
to an adaptive floor acquisition model for collision avoid-
ance.

The fundamental change that we make in the existing
approach is the following: unlike current protocols that
use the reception of control packets as an on-off trigger
for transmission/deferral by hidden and exposed stations,
our approach is to use the signal strength of a received
control message to bound the transmission power of these
stations. This control message is a “generalized version of
CTS”, which we describe in Section IV as a signal pulse
in a “busy tone” channel. However, its reception by a hid-
den station does not preclude transmission. In this case,
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each hidden node bounds its transmission power by a func-
tion of the received signal strength of the generalized CTS
at the node. Note that past research, most recently by
Deng and Haas [12], also used busy tones, but as an added
(“on-off”) collision avoidance mechanism. Given a mech-
anism that allows nodes to advertise their tolerance to in-
terference by manipulating the transmission power of the
generalized CTS, we are able to achieve power controlled
multiple access by adhering to two key principles:

(a) the power conserving principle dictates that each
station must transmit at the minimum power level
that is required to be successfully heard by its in-
tended receiver under current network conditions (i.e.
channel gain between source-destination pair and
noise power observed at the destination), and

(b) the cooperation principle dictates that no station
that commences a new transmission must transmit
loud enough to disrupt ongoing transmissions.

Enforcing these two principles, in concert with the mech-
anism for advertising interference tolerance through the
generalization of CTS, achieves efficient power controlled
multiple access within the framework of collision avoidance
protocols.

III. The Network and Channel Models

As in IEEE 802.11 and other multiple access protocols
[8], [9], [10], [11], [12], we assume a shared channel model
in which simultaneous transmissions in the neighborhood
of the receiver will result in a collision at the receiver. In a
spread spectrum physical layer environment, this (shared
channel access) model corresponds to a group of nodes
accessing the medium with the same frequency hopping
pattern in Frequency Hopping Spread Spectrum, or the
same pseudo-random sequence number in Direct Sequence
Spread Spectrum. At the MAC layer, we do not assume a
cellular model, and we do not constrain designated “base
stations” to be senders or receivers of data.

In the rest of this section, we first describe the chan-
nel propagation model, and then describe the transmission
power constraints (network model) that must be satisfied
by each node in the shared channel network such that the
basic operating principles (the power conserving principle
and the cooperative principle) are not violated.

A. Channel Propagation Models

We now describe the channel propagation model that
we assume for a typical wireless channel. While our focus
is on the MAC layer rather than the physical layer in this
paper, we have taken into account the channel propagation
characteristics at a sufficient level of detail that the power
controlled MAC should work reasonably well in practice.

The amount of spatial reuse and transmission power re-
quired for a node to send a valid signal to its destination
will depend on the gain between each source and desti-
nation, which models the attenuation of the transmitter

power over distance. We define two path loss field regions:
the region where the gain drops proportional to the dis-
tance squared (inside the Fresnel zone) and refer to it sim-
ply as the 1/d2 field and the region (outside of the Fresnel
zone or beyond the cross-over distance) where the gain is
proportional to the distance to the fourth power and refer
to it as the 1/d4 field. There are other channel effects that
we outline below though a detailed discussion of these ef-
fects is outside of the scope of this paper and interested
readers should refer to [13], [14].

In the protocol design, we measure the actual gain Gij

based on the sender power (advertised in the packet) and
the receiver power. We then overcompensate to account for
the distortions introduced from fading, by a factor of the
fast fading amplitude (a function of the channel model).

Let us now investigate the channel assumptions of the
protocol, and see how they hold for the channel propaga-
tion model above. In PCMA, we assume that:

1. The data and busy tone channels observe similar
gains.

2. Channel reciprocity holds so that the gain between
two nodes is approximately the same in both direc-
tions.

3. The channel gain is stationary for the duration of the
control and data packet transmissions.

To ensure that the gain on the data and busy tone chan-
nels are similar (the first assumption), the busy tone fre-
quency components must be within the coherence band-
width of the data channel. The coherence bandwidth is
inversely proportional to the multipath delay spread, which
may vary greatly depending on the environment. In many
outdoor environments the delay spread can be greater than
1 us resulting in a coherence bandwidth of less than 1 MHz
[13], [14]. However, there are also minimal channel spac-
ing constraints imposed as a result of the protocol requiring
the busy tone be transmitted from receivers at the same
time data is received. Therefore, to avoid the outgoing
busy tone pulses from degrading the data it is necessary to
place the busy tone channel outside of the coherence band.
One method that would allow us to get around this is to
allow the busy tone pulse to corrupt the data and assume
the data has a sufficient amount of redundancy to correct
the errors. Note that this is simplified by the fact that the
receiver knows the bit positions that may be corrupted by
the busy tone transmission. That is since the position of
the errors are known they are actually erasures and only
one bit is required to correct each erasure [15].

There are three basic channel effects [13]: path loss
which is directly related to the separation between source
and destination, shadowing which accounts for objects be-
tween the source and destination attenuating the signal,
and multipath which accounts for the result of multiple
paths (between sender and receiver) combining at the re-
ceiver. The distance is the same in both directions (i.e.
source to destination and destination to source) and the
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objects impeding the paths are the same in both directions.
However, the way the paths refract off objects and combine
at the source and destination receivers can differ depend-
ing on the extent of the multipath effects. Therefore, only
multipath effects the validity of the second assumption.
However, as long as the multipath effects are small the
assumption holds. The third assumption guarantees that
the channel gain measured from sending the initial request
(control packet) is still valid for the duration of the data
packet and ACK following. Path loss and shadowing will
have little effect since the distance a node moves in the
duration of a control and data transmission (on the order
of a few milliseconds) is small. With multipath effects the
gain will not be stationary for the duration of a packet.
However, the (short term - on the order of a few bits)
average gain measured for the RTS (or equivalent source
request packet) is also valid in the data and ACK packets
that follow since the short term average gain is primarily
a factor of path loss and shadowing effects (slow fading).
Even in cellular environments the power adjustments are
not quick enough to keep up with the fast fading (mul-
tipath effects). Therefore, fast fading degradations must
be overcome by physical layer techniques such as RAKE
receivers, OFDMA [16], or channel coding, or be tolerated
with additional overcompensation in transmission power.

In Section IV, we give a detailed description of the proto-
col under these assumptions, but later (in Section V) show
that these assumptions can be violated to a certain degree
with only modest degradations in performance1. Further,
we show that over compensation in transmission power can
help to alleviate the problems to a considerable extent. In
fact, adaptive over compensation techniques can poten-
tially effectively address the fast fading problem, though
a detailed investigation of these techniques is beyond the
scope of this paper.

B. Power Constraints

Let Pt Max and Pt Min denote the maximum and min-
imum transmission powers for a transmitter on the data
channel, respectively. Let RX Thresh and CS Thresh

denote the minimum received signal power for receiving a
valid packet and for sensing a carrier, respectively. Let
SIR Thresh denote the “capture threshold”, i.e. the min-
imum signal to interference ratio for which the receiver can
successfully receive a packet.

Given the transmitter and receiver power parameters
and the channel propagation characteristics, a transmitter
i must transmit a packet to a receiver j at the minimum
transmission power Pti that satisfies the following power
constraints.

1In fact, any protocol that makes the commutativity assumption
(i.e. A can hear B implies B can hear A) has the same problem
since fast fading can cause this assumption to be violated. We show
through simulations in Section V that both PCMA and 802.11 are
susceptible to this problem.

1. The transmission power of i must be within its pa-
rameter range, Pt Min ≤ Pti ≤ Pt Max.

2. The received power at j must at least be equal to
the minimum received power threshold, GijPti ≥
RX Thresh.

3. The observed signal to noise ratio for the transmis-
sion at j must at least be equal to the minimum SIR

threshold, SIRj = GijPti

Pnj
≥ SIR Thresh, where Pnj

is the total noise that node j observes on the data
channel and is defined as Pnj =

∑
l �=i GljPtl + Nj .

The term Nj is the power of the thermal noise (the
power observed at a receiver when no nodes are trans-
mitting) observed at node j.

4. Let Ek be the “noise tolerance” of any receiver k that
is receiving an ongoing transmission in the neighbor-
hood of i. Ek is thus the additional noise power that
k (currently receiving data from some other node at
power Prk can tolerate before its SIR drops below its
SIR Thresh, and is defined as Ek = Prk

SIR Thresh −
Pnk. Since the transmission power of i should not
disrupt any ongoing transmission Pti ≤ mink{ Ek

Gik
} =

Pt boundi.
If the above four constraints can be met, then i can success-
fully transmit to j without disrupting any ongoing trans-
missions. The critical issues are therefore (a) handshaking
between a transmitter-receiver pair to determine the min-
imum transmission power that satisfies constraints 2 and
3 (i.e. the power conserving principle), and (b) for every
receiver to advertise its noise tolerance so that no potential
transmitter will disrupt its ongoing reception applying con-
straint 4 (i.e. the cooperative principle). These problems
are addressed in the PCMA protocol section.

IV. The PCMA Protocol

The goal of PCMA is to achieve power controlled multi-
ple access within the framework of CSMA/CA based mul-
tiple access protocols. In these protocols, there are two
main components: (a) collision avoidance, and (b) colli-
sion resolution. Collision avoidance takes place by means
of a combination of carrier sensing by the transmitter and
deferral of transmissions by hidden and exposed stations
when they hear RTS/CTS packets. Collision resolution
takes place by means of a backoff-based algorithm. In this
section, an over view of the protocol is first given and then
the protocol steps are described.

A. PCMA Protocol Overview

In PCMA, collision avoidance is generalized to power
control. Conventional collision avoidance methods had an
“on/off model”, wherein a node can either transmit (if it
is not deferring and does not sense a busy carrier) or not.
However, in Section III-B we determined that a node can
transmit to its intended receiver so long as it satisfies four
constraints. Thus, the on/off model is generalized to a
“bounded-power model”. In order to achieve the bounded-
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power model, the power control component in PCMA has
two main mechanisms:

• A request-power-to-send(RPTS)/acceptable-power-to
-send(APTS) handshake between the data sender and
receiver, which is used to determine the minimum
transmission power that will result in a successful
packet reception at the receiver. The RPTS/APTS
handshake occurs in the data channel and precedes
the data transmission. After the successful reception
of the data, the receiver sends back an ACK packet
confirming its reception.

• The noise tolerance advertisement is used by each
active receiver to advertise the maximum additional
noise power it can tolerate, given its current received
signal and noise power levels. The noise tolerance ad-
vertisement or busy tone is periodically pulsed by each
receiver in the busy tone channel, where the signal
strength of the pulse indicates the tolerance to addi-
tional noise. A potential transmitter first “senses the
carrier” by listening to the busy tone for a minimum
time period to detect the upper bound of its transmit
power for all control (RPTS, APTS, ACK) and data
packets.

The packet handshake sequence on the data channel is
RPTS-APTS-DATA-ACK. Here we note that there is an
issue in how to properly protect the ACK from collision
since the noise power observed at the source cannot be up-
dated during the data transmission. However, this is a fun-
damental problem associated with all power control meth-
ods since carrier sensing while transmitting is extremely
expensive.

The last major component in PCMA is collision reso-
lution, which is backoff-based. While a simple backoff al-
gorithm similar to 802.11 was implemented to facilitate
a one-to-one comparison with 802.11 and focus on power
control, we can certainly use more sophisticated collision
resolution algorithms as suggested in [9], [17].

To summarize, PCMA has one-to-one analogs of the
key components of standard CSMA/CA protocols. At the
sender, monitoring the busy tone is equivalent to sensing
the carrier. At the receiver, periodically pulsing the busy
tone is equivalent to sending a CTS for collision avoidance.
The RPTS/APTS handshake that precedes the data trans-
mission is similar to the RTS/CTS handshake, except that
its purpose is not to force hidden senders to backoff. Thus
PCMA can improve efficiency of channel access without
changing the fundamental MAC paradigm.

B. PCMA Protocol Steps

Here we present the detailed PCMA protocol steps. The
protocol steps correspond to some source node i sending to
a destination node j and a potential interfering transmitter
l, as show in Figure 3.
Step 1: A node i in its IDLE state monitors the busy
tone channel to determine its power bound Pt boundi by

Step 5

Step 1
RPTS

APTS

DATA

ACK

Step 3

Send Busy Tone Pulses

i j

Step 2

l

Step 4

Step 6

Step 7

Fig. 3. PCMA protocol steps

measuring the maximum power received on the busy tone
channel over a threshold time window. When i seeks to
transmit a data packet, it waits until γPt boundi is greater
than Pt Min, and then backs off for a random interval
bounded by its backoff counter to allow for contention res-
olution. The term γ is a constant (set to .9 for simu-
lation results) that keeps the power level slightly below
the threshold (Pt bound). The node continues to sense
the busy tone during its backoff. If at the end of the
backoff the transmission power bound, Pt bound, is still
greater than the minimum transmit power, Pt Min, by
a factor of 1/γ, then i sends a Request-Power-To-Send
(RPTS) control message at the transmission power level
Pt = γPt bound on the DATA channel. The RPTS packet
contains the transmission power level, Pt, and source noise
power, Pn Si (obtained from the air interface), placed in
the packet.
Step 2: When the destination receives the RPTS, it mea-
sures the received power, Pr. The channel gain, Gij , is
computed to be the received signal power over the trans-
mitted power (advertised in the RPTS packet). The re-
ceiver then requires the data be sent at

Pti des = max{RX Des

Gij
,
SIR Des · Pn Dj

Gij
}, (1)

in order to satisfy both its received power threshold and
its SIR threshold. Here the constraints RX Des >

RX Thresh and SIR Des > SIR Thresh ensure the con-
straints from Section III-B are enforced, and Pn Dj is the
noise power measured at the receiver. Pti des is placed
in an Acceptable-Power-To-Send (APTS) control packet
so that the source can be notified of the power level to
send its data packet. Assuming the same gain in both di-
rections, the transmission power for the APTS packet is
computed to be

Ptj = max{RX Des

Gij
,
SIR Des · Pn Si

Gij
}, (2)

where the destination’s noise power is replaced with that of
the source (extracted from the RPTS packet). If this power

0-7803-7018-8/01/$10.00 (C) 2001 IEEE IEEE INFOCOM 2001 



IEEE INFOCOM 2001 6

is less than Pt bound calculated at the receiver, then the
APTS is sent at Ptj on the DATA channel.
Step 3: When the source receives the APTS packet, it
checks if the desired transmission power is below its current
power bound, and transmits the DATA packet at Pti des

on the DATA channel if the bound is satisfied. If the source
times out before receiving the APTS, it multiplicatively
increases its backoff bound and starts over.
Step 4: The receiver starts sending busy tone pulses on
the busy tone channel after starting to receive the data
packet. The busy tone power, Pt BTj , sent from node j

depends on the noise tolerance, Ej , (see definition in the
previous section) is calculated

Pt BTj =
C

Ej
. (3)

The value of C = Pt Max ·CS Thresh is such that a node
at a distance that would add exactly Ej additional noise
when transmitting at max power Pt Max would receive
the busy tone at exactly the CS Thresh. Note the busy
tones only have to be received at the detection threshold
since their power only has to be measured and no data
bits need be received. Also since the busy tone’s power
can be no greater than Pt BT Max there is a minimum
noise tolerance,

E min =
C

Pt BT Max
. (4)

This limits the ability of the busy tone to bound far away
stations when the receiver is very sensitive to any small in-
crease in noise. If there was not a minimum noise tolerance
the busy tone power could potentially approach infinity
and force nodes infinitely far away to not transmit at all.
Note if E min was plugged into Equation 3 the resulting
busy tone power would then be Pt BTj = Pt BT Max,
which conforms to the physical limitations. The resulting
noise tolerance is then

Ej = max{ Pr

SIR Thresh
− Pnj , E min}. (5)

Step 5: When a node l receives the busy tone at a power
of Pr BTl = C

Ej
Gjl it calculates its transmission power

bound imposed by node j as

Pr boundj =
C

C
Ej

Gjl

=
Ej

Gjl
. (6)

Then node j can receive at most Prj = Ej

Glj
Gjl, from node

l since we assume that Glj
∼= Gjl, and Prl = Ej . Since

there may be busy tones received from multiple receivers,
the transmission power bound at a node is defined by the
most sensitive receiver (receiver that can tolerate the least
transmission power from this node)

Pt bound = min{min
j

{ Ej

Gjl
}, P t max}. (7)

The receivers periodically send busy tone pulses (as ap-
pose to a solid tones) in order to minimize the probability
of destructive interference of busy tones (i.e. collisions).
The width of the pulse is based on the signal capture in-
terval of the receiver. Sending separate pulses also allows
receivers to periodically update their noise tolerance ad-
vertisement to avoid collisions with new transmitters. The
needed frequency of busy tone pulses is based on the rate
of change of background noise (traffic load) and is eval-
uated in Figure 4, where sending a busy tone after every
128 bytes of data is found to be a sufficient update interval.
There is another problem that may happen (particular at
high traffic loads): multiple potential transmitters, upon
hearing a receiver’s busy tone, may locally decide that it is
acceptable to transmit and commence transmission simul-
taneously (within one period of the busy tone advertise-
ment), thereby cumulatively creating enough noise to dis-
rupt an ongoing packet reception. This problem is similar
to contention, except that failure of contention resolution
disrupts ongoing transmissions rather than the contending
packets themselves. A simple solution to reduce such col-
lisions is for a receiver to immediately pulse a busy tone
whenever it sees a change in its noise tolerance by a thresh-
old level.
Step 6: When the destination receives the entire data
packet without errors, it sends an ACK at the power lever
needed to get back to the source on the DATA channel.
Step 7: If the source receives a valid ACK it resets the
max backoff and returns to the IDLE state otherwise, it
increases the max backoff and starts over.

V. Performance of PCMA

In this section, we investigate the performance of PCMA
under various network and channel conditions. The per-
formance of PCMA is compared with the current standard
MAC IEEE 802.11 for wireless networks in an ad hoc en-
vironment and an ideal power controlled protocol, IPC.
The IPC protocol is provided with perfect (global) knowl-
edge of the link gain between any two nodes, the noise
at any potential destination, and the upper bound on a
transmitter’s signal power needed to protect other receivers
(maximum transmission power that neighboring receivers
can tolerate). The protocol, like IEEE 802.11, follows the
RTS-CTS-DATA-ACK exchange. However, all messages
are sent with only enough power needed to reach the des-
tination, and like PCMA it backs off if the destination
requires more power than a neighboring node can tolerate.
It also like PCMA starts with in initial over compensated
transmission power instead of making power adjustments
through the transmission since in a multiple access envi-
ronment the later is not practical due to contention delay.
In this case, IPC demonstrates the upper bound on the
performance of transmission power controlled protocols for
the multiple access environment. To evaluate the perfor-
mance of PCMA ns2 (a commonly used network simulator)
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was used and both PCMA and IPC were integrated into
the CMU wireless extensions [18]. For these simulations
the routing overhead was removed (since the goal of this
paper is to evaluate the performance of MAC protocols
and not routing protocols) and the destinations where re-
stricted to within one hop of source nodes. Later work will
evaluate the performance for multiphop wireless networks.

Parameter Type Parameter Value
Packet Size 2 KB
Data rate 2 Mbps

Channel carrier frequency 916 MHz
RTS 20 Bytes

CTS, ACK 14 Bytes
RPTS 28 Bytes
APTS 18 Bytes

Max retransmissions 4
SIR Thresh 6 dB
SIR Des 10 dB

CS Thresh -78 dBm
RX Thresh -64 dBm
RX Des -60 dBm

Noise Floor -104 dBm
Pt min -7.5 dBm
Pt max 28.5 dBm

Pt 24.5 dBm

TABLE I

Simulation parameter settings

The parameter values used in the simulation are shown
in Table I. Here PCMA and IPC can send at a minimum
power of -7.5 dBm and a maximum power of 28.5 dBm,
and 802.11 sends at a fixed power of 24.5 dBm. The max-
imum power of PCMA and IPC are set to be 4 dB above
the fixed power of 802.11 so that a destination at maxi-
mum transmission range for 802.11 will also be at maxi-
mum transmission range for PCMA and IPC allowing for a
4 dB compensation in transmission power. This allows the
same scenario files (that determine the node connectivity)
to be used for all three protocols. These parameters are
reasonable and correspond to realistic settings in the hard-
ware of a commercial wireless vendor. Our traffic model is
simple: sources generate arrivals according to independent
Poisson processes. The source node is picked randomly
from the set of all nodes and the destination is picked ran-
domly from the set of all nodes one hop away (in transmis-
sion range). Each data transmission between source and
destination will be referred to as a flow, and each flow will
have a specified rate that refers to the number of packets
sent per second.

For the figures demonstrating the performance, the
throughput is normalized by the carrier sense range (i.e.

550 meters) and the slot time such that the total number
of arrivals and departures is divided by a scaling factor, sf,
defined as follows

sf =
network area

carrier range area

1
data slot size

. (8)

This demonstrates the utilization with respect to the
non-power-controlled MAC with optimal (best case) node
placement. For a 1000 by 1000 meter network with the
parameter settings in Table I, the resulting scaling factor
is then sf = 10002

5502
1

.008 = 413.22.
We now present our results and compare the perfor-

mance of PCMA to 802.11 and IPC. In Figure 4, the
throughput is shown as the arrival rate is increased for a
1000 by 1000 meter network where nodes are uniformally
distributed over the area. The performance of PCMA is
demonstrated for differing number of busy tone pulses sent
per data transmission period (1, 4, 16, 64). The perfor-
mance increases as the number of busy tone pulses in-
creases (approaching the performance of an ideal power
controlled protocol (IPC)) since the feed back information
(neighbor information) will be more up to date with more
frequent busy tone pulses. However, the amount of im-
provement decreases and 16 busy tone pulses (i.e. sending
one busy tone pulse for every 128 bytes of data since the
data packets are 2048 bytes) is sufficient and the remaining
PCMA results will be for one busy tone pulse sent every
128 bytes of data. This demonstrates that the bandwidth
required for the busy tone channel is small with respect to
the data channel. Figure 4 shows that the performance of
PCMA is significantly better than 802.11 if a reasonable
number of busy tone pulses are sent. Notice that with
power control the utilization may go above 100% since the
output is normalized with respect a non-power controlled
protocol. PCMA restricts node transmissions according to
variable interference region determined by the distance be-
tween source and destination (the power conserving princi-
ple) and busy tones (the cooperative principle), which can
be significantly less then the fixed transmission range of
802.11.
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Fig. 4. 100 nodes in a 1000x1000 meter network with 100 flows each
sending 2 KB packets, and a connectivity range of 250 meters
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Fig. 5. Throughput for a 100x100 meter network with 100 flows each
sending 2 KB packets, and a connectivity range of 250 meters

If we now consider a network where 100 nodes are dis-
tributed over a 100 by 100 meter region the resulting
throughput is then shown in Figure 5. Here we see that
PCMA and 802.11 yields almost the same throughput per-
formance, except at extremely high loads where PCMA
does only slightly better. For this type of configuration
the region is smaller than the transmission range and for
802.11 all nodes hear the RTS and CTS. As a result, there
will be few collisions since there are no hidden stations. Al-
though, in this region there is also significantly less spatial
reuse for PCMA to take advantage of (since most nodes in
the network are in the 1/d2 field instead of the 1/d4 field,
see Section III-A). In addition, PCMA does not backoff
based on the carrier sense so that it may take advantage of
spectral reuse, causing it to more quickly reach its maxi-
mum number of retransmissions and give up early. This is
a tradeoff made for not carrier sensing to improving spec-
tral reuse.

However, we argue that uniform distributions do not well
define the distributions of users in a typical environment.
In most situations, we expect a more cluster grouping of
nodes. Figure 6 demonstrates the throughput for a region
containing both two and four clusters each 25 meters in
diameter and located 50 meters apart. Here each node
chooses a cluster at random and a random position within
the cluster. A sender is chosen at random and the desti-
nation is chosen at random from the other nodes in the
sender’s cluster. In this configuration PCMA does signif-
icantly better than 802.11. The improvement is because
PCMA can sent packets simultaneously in both clusters by
reducing its transmission power, while in 802.11 each node
in a cluster must always content with the nodes in the other
cluster (in addition to its own). Figure 6 shows that as the
network becomes more clustered the throughput increases
since a greater number of simultaneous transmissions are
possible and less nodes compete within each cluster.

In the previously mentioned figures note that the per-
formance of the power controlled protocols continues to in-
crease even under very high loads due to long range trans-
missions being blocked by the transmission power bound
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Fig. 6. Throughput for a 100x100 meter network with nodes sepa-
rated into clustered regions
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Fig. 7. Destination range distribution for PCMA with Pt max =
Pt+ 4dB

allowing a greater number of short range transmissions.
As the network load increases, the probability of a node
requiring more power than the transmission power bound
(set by the cooperation principle) also increases. The ex-
pected power for a source to reach its destination will in-
crease as the network load increases due to an increase
in background noise, and the expected transmission power
bound decreases as the network load increase because there
will be an increases in the number of exposed receivers
in the network. Then sources requiring more transmis-
sion powers (i.e. greater transmission ranges for a simple
path loss channel) will be more likely to backoff allowing
a greater number of short range transmissions. Therefore,
a power controlled MAC operating in a multiple access
environment will result in unfair favoritism toward source-
destination pairs sending over shorter distances. This phe-
nomenon is particularly evident over the 250 meter con-
nectivity range for PCMA as demonstrated in Figure 7,
where the fraction of total packets received by destinations
in five distance ranges (0-50, 50-100, 100-150, 150-200, and
200-250 meters) from their sources is shown for 100 flows
sending 1, 4, 16, and 64 packets per second. A perfectly
fair protocol would result in a linearly increasing number
of packets sent to each range since the number of desti-
nations within each range increases as 2πr, where r is the
distance from the source node. Notice for a very low trans-
mission rate such as 1 packet per second, the number of
packets sent to each range is linearly increasing. However,
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as the network load increases the ratio of packets sent over
a greater distance decreases, and for extreme loads we ob-
serve that the majority of connections are short range.
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Fig. 8. Destination range distribution for 802.11
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Fig. 9. Destination range distribution for PCMA with Pt max =
Pt + 8dB

The fraction of packets sent to each range for 802.11 is
shown in Figure 8. The protocol also becomes less fair
(sending fewer packets to greater ranges) as the load in-
crease, but not to the extent that a power controlled pro-
tocol like PCMA does. The 802.11 protocol has an equal
probability of sending packets to destinations at any dis-
tance since the transmission power is not taken into ac-
count while contending. However, because all transmis-
sions are sent at a fixed power level there is less noise pro-
tection for destinations further from their sources result-
ing in a greater number of lost packets at greater network
loads. PCMA on the other hand, has the same amount of
protection (the compensation factor) for destinations at all
ranges, however, the probability of sending a packet to fur-
ther destinations decreases as the network load increases,
as described above.

If we now increase the maximum transmission power to
be 8 dB more than is required (Pt for 802.11) for a node at
maximum transmission range instead of 4 dB, we see from
Figure 9 that the fairness is improved over the flows shown
in Figure 7. In particular, the 4 and 16 rate flows are now
almost ideal (linearly increasing for increasing ranges) for
all but the furthest range, and for the greatest flow rate the
middle ranges are improved. The idea here is to increase

the range distributions while still limiting the transmis-
sion ranges to the same distance. This has the effect of
stretching out the fairness plots and limiting transmissions
in further ranges where a significant throughput disparity
would be observed. This is a way to improve the fairness
for power controlled multiple access protocols. However,
it will also reduce the spectral reuse (throughput) and de-
mand additional power from the transmitters reducing the
node’s lifetime (power reserves). Whether additional com-
pensation is used or the scheduling algorithm is changed
under heavy loads more work is needed to investigate tech-
niques that overcome the fairness implications for power
controlled protocols.
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Fig. 10. Throughput for different amounts of gain distortion with
varying compensations in a 1000x1000 meter network
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Fig. 11. Throughput for different amounts of busy tone distortion
with varying compensations in a 1000x1000 meter network

Thus far we demonstrated the performance of the
PCMA protocol under ideal situation, where the channel
gains are similar from one sample to the next and reci-
procity holds. However, in many environments where we
have multipath fading these assumptions may not hold so
we demonstrate the robustness as these assumptions are
relaxed. Implementing multipath fading into the simula-
tion is very complex since this would require sample by
sample deviations and is also difficult to generalize over all
types of environments. Therefore, we alter the gain (de-
grading the channel) on a per packet basis by a factor χ

(dB), where χ takes on the values −λ with a probability
.25, a value λ with probability .25, and a value of 0 (dB)
with a probability of .5. The gain distortion factor λ will
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be referred to as the distortion amplitude. While other
methods for introducing distortion are more appropriate
for specific environments this method shows the distor-
tions that may be observed by the MAC layer and is suf-
ficient to demonstrate the protocols performance as the
assumptions are violated. Here we wish to evaluate the
performance of PCMA as compared to 802.11 as the data
channel is distorted to test its dependence on channel reci-
procity and gain stability dependence, and as the busy tone
channel is distorted to test the protocol under misinforma-
tion of neighboring node states. The throughput curves
are shown in Figures 10 and 11 for both a distorted data
and busy tone channels, respectively. For both cases the
arrival rate is fixed to 32 packets per second and varying
amounts of over compensation (0, 4, 8, 12, 16, and 20 dB)
points are plotted with different distortion amplitudes (0,
4, 8, and 12 dB for the data channel distortion and 0, 4, 8,
12, and 16 dB for the busy tone channel distortion) for each
plot. Figure 10 shows that both PCMA and 802.11 degrade
with increasing distortions in the data channel. However,
PCMA (with some over compensation) outperforms 802.11
up to 8 dB and after which it does slightly worse. Note
that 802.11 does not have an over compensation factor so
the plots shown for the protocol are straight lines. Both
protocols have reciprocity and stability assumptions, but
PCMA depends on it to make the correct power level set-
tings. That is 802.11 assumes if I can hear you, you can
hear me and PCMA assumes if I can hear you you can hear
me at the same level (or actually within the over compen-
sation factor) making it more sensitive to gain distortions.
In Figure 11, PCMA outperforms 802.11 (with some over
compensation) up to about 12 dB and does slightly worse
with addition distortion to the busy tone channel. There
is no busy tone channel in 802.11 so PCMA is compared to
a single 802.11 plot. The distortion figures together show
that PCMA is able to handle modest deviations from the
assumptions stated in Section III-B, demonstrating that it
can operate under various channel conditions.

The figures above demonstrated that for dense networks
with a spatial reuse to be exploited PCMA performs sig-
nificantly better than 802.11. When users generally com-
municate locally we observe that the protocol provides im-
provements in throughput and increases scalability. This
demonstrates that there are compelling reasons for inte-
grating power controlled MAC protocols into ad hoc net-
works.

VI. Conclusion

In this paper, we presented the PCMA power controlled
medium access protocol within the collision-avoidancemul-
tiple access framework. We have demonstrated that
PCMA allows for a greater number of simultaneous senders
than 802.11 by adapting the transmission ranges to be the
minimum value required to satisfy successful reception at
the intended destination.

Of course, PCMA is still a protocol design in progress,
we are working on a number of protocol design issues as
well as engineering issues. Ongoing work includes rethink-
ing of the fairness properties of PCMA, performance under
mobility, and evaluating the protocol in a multihop wire-
less network.

Our preliminary performance results show that PCMA
can achieve more than a 2 times improvement in aggre-
gate bandwidth compared to 802.11 for highly dense net-
works. As the connectivity range is reduced, the aggregate
throughput gain over 802.11 continues to increase. With
over compensation in transmission power, PCMA can be
designed to degrade approximately the same as 802.11 un-
der channel distortion. These results lead us to believe that
if engineered correctly, PCMA can achieve significant per-
formance gains without significant compromises in robust-
ness, and hence provides a powerful motivation to migrate
towards power-controlled MAC protocol standards.
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