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~ Abstract—Many ad hoc network protocols (e.g., routing, ser- discovery protocols simply use blind flooding [9] [20] [21].
vice discovery, etc.) useflooding as the basic mechanism to With periodic route table exchanges, proactive ad hoc rout-
propagate control messages. In flooding, a node transmits aing schemes, unlike on-demand routing methods, can gather

message to all of its neighbors. The neighbors in turn transmit to t loaical inf . ith bi head (th h
their neighbors and so on until the message has been propagated opological information without big extra overhead (throug

to the entire network. Typically, only a subset of the neighbors is Piggybacking topology information or learning neighbors).
required to forward the message in order to guarantee complete Thus, a few proactive ad hoc routing mechanisms proposed
flooding to the entire network. If the node geographic density route aggregation methods so that the route information is

(i.e., the number of neighbors within a node’s radio reach) ;
is too high, one can easily see that flooding can become Verypropagated by only a subset of nodes in the network [16] [17].

inefficient because of redundant, “superfluous” forwarding. In Various efficient flooding schemes have been recently pro-
fact, superfluous flooding increases link overhead and wireless posed in the MANETS [1] [5] [6] [7] [11] [12] [13] [14]. We
medium congestion. In a large network, with heavy load, this ¢j5ssify and evaluate those protocols in a realistic common

extra overhead can have severe impact on performance and - t Th h simulati tud id
should be eliminated. environment. rough simulation study, we provide quan-

Many efficient flooding schemes have been recently proposedtitative performance anaIySiS of efficient f|00ding schemes
in ad hoc networks. In this paper, we compare the performance with different node mobility and the node geographic density.

of a set of representative schemes via simulation using as criteria |n [23], the authors compare efficient flooding protocols.

the flooding efficiency and the delivery ratio. However, it does not include efficient flooding schemes based
on underlying cluster architecture and the source tree. Our
|. INTRODUCTION work further investigates those schemes as well as selective

Many ad hoc network protocols (e.g., routing, service di@rotocols introduced in [23].

covery, etc.) uséloodingas the basic mechanism to propagate In total five flooding mechanisms are simulated in diverse
control messages. In flooding, a node transmits a messag@atwork scenarios: F-MPR (Flooding with Multipoint Re-
all of its neighbors. The neighbors in turn transmit to theiay), F-AC (Flooding with Lowest Id clustering algorithm),
neighbors and so on until the message has been propag&®ed¢ (Flooding with Reverse Path Forwarding), PC (Passive
to the entire network. In this paper, we call such floodinGlustering) and BF (Blind Flooding). First, we change the
as blind flooding As one can easily see, the performancaverage neighbor degree of each node by adjusting the physical
of blind flooding is closely related to the average number ofetwork size. Our main interest is to examine a relationship
neighbors (neighbor degree) in the CSMA/CA network. As tHeetween the performance of each protocol and the network
neighbor degree gets higher, the blind flooding suffers frodensity in terms of the delivery ratio of a flood packet and the
the increases of (1) redundant and superfluous packets, (2)réduction rate of re-broadcast packets (flooding efficiency).
probability of collision, and (3) congestion of wireless mediumnd, we investigate the impact of node mobility on perfor-
[1]. Consequently, performance of blind flooding is severelpance of each protocol by varying node mobility. Finally,
impaired especially in large and dense networks [2]. we apply efficient flooding mechanism to a reactive routing
When topology or neighborhood information is availablggrotocol, AODV [9]. The purpose of this application is to show
only a subset of neighbors is required to participate in floodirigat efficient flooding improves the scalability of a protocol
to guarantee the complete flooding. We call such flooding #sat uses massive flooding as a basic mechanism to propagate
efficient flooding The characteristics of MANETSs (e.g., nodets protocol-specific information. Also, we want to verify that
mobility, the limited bandwidth and resource), however, makbe ranking and tradeoff among flooding schemes established
colleting topological information very difficult. It generallyin the first set of experiments is valid also in the AODV
needs huge extra overhead due to the periodic message application.
changes or event driven updates with optional deploymentrye grganization of the rest part of the paper is as follows.
of GPS (Global Positioning System)-like system. For thgle will briefly describe the existing efficient flooding schemes
reason, many on-demand ad hoc routing schemes and serfiC@napter I1. And, we demonstrate the contributions of our
This work is supported in part by ONR "MINUTEMAN” project under WOrK through extensive simulation studies in Chapter Ill and
contract NO0014 - 01 - C - 0016 Chapter IV. Finally, we conclude the paper in Chapter V.



1. BRIEF OVERVIEW OF EFFICIENT FLOODING of forwarding neighbors, which covers all neighbors within

In this section, we present a brief review of key efficienfV0-hop away. Each node piggybacks its chosen forwarding

flooding protocols proposed for MANETSs. We categorizEOdeS (MPRNSs) on the hello messages. A node re-broadcasts

those schemes into “heuristic-based protocol”, “topolog)?- flood packet if the sender chooses this node as a MPRN.

based protocol” and “cluster-based protocol”. The “topolog;ptherWise' this node does not relay the flood packet. To choose

based protocol” is sub-categorized into “neighbor topolo% sub-optimal subset of forwarding nodes, in MPR, a node
based protocol” and “source-tree based protocol’, and tHESt Collects the set of neighbor nodes within two hopg.

H — 2
“cluster-based protocol” is sub-classified into “active clustelOW: With a set of uncovered nodés = N, - N, -{p}, where
ing” and “passive clustering” N, is the set of neighbors of, p selects MPRNSs in two steps.

Note that the problem of finding, in a distributed way, &St Selects a set of neighbor nodgs wherey is the only

subset of dominating forwarding nodes in MANETS is NPofi%hbor of s?cme nodg < Tp},_and removes the nﬁighbors
complete [1]. Thus, all works about efficient flooding hav8' the set{q} from T, (e, TP_ =T, - U No). And then, p
been focusing on developing a sub-optimum solution th‘é'f'?oses a neighbor node which has the largest number of

chooses a sub-optimal dominant set with low overhead. "€19hbors in7;, and eliminates neighbors of; from T;,. It
repeats this step untif,, becomes empty.

Besides mentioned works, many schemes have proposed the

A. Heuristic-based Protocol heuristic to choose a dominant set [11] [12] [13] based on

[1] [5] proposed several heuristics to reduce the numbtgpological information. [12] proposed an algorithm named
of rebroadcasts. In their idea, upon receiving a floodingpanto choose a set of coordinate nodes that covers all nodes
packet, a node decides whether this node relays the packihin two-hop neighbors. Span, however, is different to MPR
to its neighbor or not using one of following heuristicsin that a node aggressively declares asamrdinate node
(1) probabilistic scheme where this node rebroadcasts tif@minating node) if the node detects insufficient coordinate
packet with the randomly chosen probability; (2) countefeighbor nodes. [13] proposed a protocol based on the node
based scheme where this node rebroadcasts if the numBgation knowledge nameGAF.
of received duplicate packets is less than a threshold (e.g.Among those protocols, we choose MPR and implement
threshold =2); (3) distance-based scheme that uses the relafveompare with other protocols. In [7], the authors showed
distance between hosts to make the decision; (4) locatidhat a scheme based on two-hop topology works better than a
based scheme based on pre-acquired location informationmegichanism using one hop neighbor information. With this in
neighbors. mind, we limit ourselves to protocols with two-hop neighbor
topology.

2) Source-Tree Based Protocolsthe source-tree based
flooding [17] is another scheme using topological information.

Another approach of efficient flooding is to exploit topowith the source-tree, a node re-broadcasts the flood packet
logical information [5] [6] [7] [11] [12] [13] [14]. With node only if this node is not a leaf node in the source-tree whose
mobility and the absence of pre-existing infrastructure in theot is the source node. In this paper, we use the reverse
ad hoc network, most works use the periotigllo message path forwarding scheme [18] to construct the source tree.
exchange method to collect topological information. In reverse path forwarding protocol, each node re-broadcasts

1) Neighbor Topology Based Protocol§’] and [5] propose if this node is not a leaf node in the spanning tree formed
self-pruning and neighbor-coveragescheme based on one-py the minimum-hop paths from all nodes to the source
hop neighbor information. With self-pruning scheme, eadfbde. To construct and manage a source tree, each node
forwarding node piggybacks the list of neighbors of itself onpdates its tree status upon receiving a packet from neighbor
outgoing packet. A node rebroadcasts (becomes a forwardifigles and periodically performs blind flooding initiated by the
node) only when this node has neighbors not covered Byurce node. Each node piggybacks (apigrent, addmine,
afore forwarding nodes. The basic idea of neighbor-coveragemHop) information, whereddr_parent is the address of
scheme and self-pruning is same. However, neighbor-coverggevious hop of the minimum-hop path from the source node
scheme does not piggyback neighbor list on outgoing broad- this node,addr.mine is the address of this node and
cast packets. Instead, a node propagates its neighbor figlHopis the number of hops of the path from this node
upon exchanging hello messages by piggybacking. Thus, seff-the source node. For sake of simplicity, in this paper, we
pruning scheme increases control overhead as the frequencyg¥ume only one source node. With multiple sources, the tree
flooding increases compared with neighbor-coverage schemgintenance mechanism becomes more complex (e.g., ALP
On the other hand, however, self-pruning is more resilient tpdaptive Link-state routing Protocol)[19], TBRPF (Topology
mobility because of fresh neighbor list. Broadcast Based on Reverse-Path Forwarding)[17]).

TheMultipoint Relay[6] scheme extends the range of neigh-
bor information to two-hop away neighbors. Multipoint
Relayscheme (MPR), a node periodically exchanges the Iist Cluster-based Protocol
of adjacent nodes with its neighbors so that each node carClustering is another method to select forwarding nodes as
collect the information of two-hop away neighbors. Each nodagdressed in [1]. Clustering in this paper can be described as
based on the gathered information, selects the minimal subgetuping nodes into cluster®\ representative of each group

B. Topology-based Protocol
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- f& D g Z:‘fBTNE:Y“EAD promiscuous packet receptions.
/ AN = With the First Declaration Winsrule of passive clustering,
Flooding . . .
\ ’ /s s nodes in its clustered area (radio coverage). Concurrent dec-
\\ﬁ § = / larations can be resolved with thewest ID winsrule where
— T the lower ID node wins and becomeschuster head Thus,
Fig. 1. An example of Efficient Flooding with Clustering. Only cluster headtBhere is no waiting period (to make sure all the neighbors have
and gateways rebroadcast and ordinary nodes stop forwarding. een checked) unlike that in all the weight-driven clustering
mechanisms [3] [4].
Furthermore, without extra message exchanges, passive

(cluster) is named as @uster headand a node belonging to clustering provides a procedur@ateway Selection Heuristic
more than two clusters at the same time is callegateway to elect the minimal number of gateways (including distributed
Other members are calleddinary nodesA cluster is defined gateways) required to maintain the connectivity in a distributed
by the transmission area of the cluster head. We use a 2-manner.
clustering where any node in a cluster can reach any othePassive clustering maintains clusters using implicit timeout.
node in the same cluster with at most 2 hops as definedAnnode assumes that some nodes are out of locality if they
[8]. With an underlying cluster platform, non-ordinary nodedave not sent any data longer than timeout duration. With
can be the dominant forwarding nodes as in Fig. 1. reasonable offered load, a node can catch dynamic topology

1) Active Clustering: A node with the lower ID among changes.
neighbor nodes (Lowest ID algorithm [3]) or the highest
neighbor degree (Highest Degree algorithm [3]) can become
a cluster head. In this paper, we use LID (Lowest ID algo-
rithm) to support efficient flooding. To decide the lowest ID We simulate flooding protocols using Global Mobile Simu-
node, each node exchanges hello message with node addtetien (GloMoSim) library [10], which is a scalable simulation
After collecting neighbor information, each node broadcasgsivironment for wireless networks. Our aim of simulation
the cluster status with (chl, nodeid), where ch.id is the study is to investigate the impact of the neighbor degree and
address of the cluster head who has the lowest ID amongde mobility on the performance of each efficient flooding
neighbors (chid < nodeid). To stabilize clustering, each nodescheme. Thus, we first simulate static networks (i.e., no node
broadcasts its cluster status if this node has received the clustebility) by increasing the node geographic density and then
declaration packets from neighbor nodes that have the low@ry node mobility with the fixed neighbor degree.

ID than nodeid. Thus, a packet loss from the lower ID can Among existing flooding protocols, we choose following
block this node from proceedinguster declaration schemes, which are representatives of different approaches, to
LID algorithm, however, tends to generate too many gatetudy the performance: (1) flooding with MPR (F-MPR), a
ways and works inefficiently in the dense network, sinca@echanism based on two hop neighbor topology; (2) flooding

all nodes are reachable from more than two cluster heaslgh active clustering (F-AC), flooding with clustering; (3)
at the same time are gateways by LID. For example, nofleoding with passive clustering (F-PC), flooding with low
“1”, “2", and “3” in Fig. 1 are gateways and forwardingoverhead clustering; (4) flooding with reverse path forwarding
nodes. Thus, we refine LID algorithm to choose a minimuiff--RPF), efficient flooding with source-tree; (5) blind flooding
number of gateways to be applied for efficient flooding. WEBF). Note that we only compare the flooding efficiency
use the heuristic of MPR scheme. duster headchooses in terms of the flooding application, instead of focusing on
the list of gateways and sends that list when it broadcastarious applications that use flooding as a basic mechanism
the cluster information. Acluster headchooses a subset ofto propagate control messages (e.g., link-state routing). More-
nodes among neighbors which covers up all of nodes withirver, we omit several protocols that (1) are threshold-based
two hop away. Acluster heacbroadcasts the list afateways protocols (such as probability, counter-based [1]; (2) require
by piggybacking the chosen set of nodes on the clusteritite location of nodes (such as GAF [13], distance/location-
broadcast packet. We can easily prove that those seledieged scheme [1]); (3) choose a set of dominating nodes in
gateways are enough to guarantee the complete coverage witsimilar way of MPR, where a set of dominating nodes of
assumption of the reliable packet delivery. Like MPR scheme,node covers the two-hop neighbors of this node (e.g., Span
each node piggybacks the neighbor list on hello messageq1a]).
exchange two hop neighbors’ information. For simulation, we use UDP(User Data Protocol), IEEE
2) Passive Clustering:Passive clustering [15] eliminates802.11 DCF and two-ray propagation model. The radio prop-
setup latency and major control overhead of active clusteriagation of each node reaches up to 250 meters and channel
required to collect neighbor information. Instead of exchangapacity is 2 Mbits/second. The random-way point model is
ing neighbor information through extra control packets, paased for node mobility. To illustrate flooding efficiency, we
sive clustering exploits on-going traffic to propagate clustemploy a new flooding application where one random source
status of each node. Each node piggybacks “cluster-relataifiates 4 flood packets/sec with default size 100 bytes. Each
information” (e.g., the state of a node in a cluster, the I&imulation runs for 200 seconds. The results are averaged over
address of the node) and collects neighbor information throug@ randomly generated node topologies. F-MPR and F-AC

IIl. SIMULATION STUDIES
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Fig. 2. The RDB of each protocol with single source and data rate 4pkts/déig. 3. The PRB of each protocol with single source and data rate 4pkts/sec

send hello messages in every 2 seconds, and F-RPF perfoarigier of the reception probability is F-BE> F-PC >> F-
blind flooding to update the source-tree in every 2 second®PF>> F-AC >> F-MPR and the rank of flooding efficiency
PC.LID uses 2 seconds cluster timeout. In other words, a4 F-RPF>> F-MPR >> F-AC >> F-PC >> F-BF. With
entries must be removed from the neighbor list if they akeeping a reasonable but lower than F-PC and F-BF delivery
not updated for 2 seconds. The neighbor timeout of F-RPAfi0, F-RPF outperforms other schemes in terms of flooding
F-MPR or F-AC to remove inactive neighbors (or parents) &fficiency. While, F-PC trades flooding efficiency for high
6 seconds. reception rate. We should note that we use single source i.e.,
We analyze flooding efficiency in terms of the re-broadcasery low offered load here. Thus, blind flooding outperforms
reduction rate and the delivery ratio. Each metric is computéfficient flooding protocols. However, blind flooding signifi-
as follows. cantly wastes the network bandwidth and also may suffer from

« PRB (the Probability of Re-broadcast of Broadcadthe heavy contention and collision in the presence of heavy traffic
total number of flood packets forwarded from a node &Nd thus result in low delivery ratio. _
divided by the total number of issued broadcast packetsMoreover, performance of flooding protocols using MPR
from the source. For example, RPB = 0.1 means th€i-MPR and F-AC) is considerably low compared with other
10% of total nodes (e.g., 10 among 100) rebroadcast thghemes. Note that we use “MPR’ scheme to reduce the
packet. number of gateways in active clustering. This result is mainly

. RDB (the Ratio of Delivered Broadcast packetsyhe caused by “incomplete" neighbor information. In MPR, each
total number of delivered broadcast packets to a nodefgde calculates its set of MPRNs and forwards the chosen
divided by the total number of packets supposed to PPRNs to neighbor nodes with hello messages. The nodes
delivered to the node. re-broadcast a flood packet only if the neighbor node, the

« TCPB (the Total Control Packets in Bytesjhe total sender (nof[ the source) of the flood packet to this node,
bytes of sent control packets from a node. This includ€§00ses this node as a MPR. Thus, the lost hello packets
hello messages, clustering packets and piggybacked ffm node “A’ to node “B” may mislead node “B” so that the

formation (e.g., cluster-related information of passivehosen set of MPRNs by “B” does not cover the neighbors
clustering). of node “A’. Also, the lost hello packets from node “B” to
“A” may prevent “A’ from forwarding a broadcast packet
. ) . ) received from node “B” even though node “B” chose node
A. No Mobility with Various Network Size “A" as a MPRN. Whereas, in other protocols, each node
We use the static network and increase the geograpbtops re-broadcast only if this node certainly belongs to the
density by reducing physical network size. In this experimerget of non-dominating nodes. For example, in F-RPF, a node
100 nodes are placed randomly over “x” x 100} terrain does not relay a broadcast packet only if this node is a leaf
where “X” states the horizontal range. We fix the vertical rangede in the source tree. And the source tree is built with
of the network to 1000 meter and change the horizontal ranigknd flooding initiated by the source node. Thus, a node “A’,
from 250 to 1500 meter in step of 250. In the results, the “x{hich is the leaf node in the virtual source tree observed by
axis represents the average number of nodes placed within Zx@cle, will be a forwarding node until it collects all neighbor
X 250 m2. information so that it can decide that there is no child of this
Fig. 2 shows the RDB i.e., delivery ratio of each schem®ode in the source tree. Thus, the lost hello messages delay
as the neighbor degree increases. And, Fig. 3 illustrates the convergence of each node and thus increases the number
flooding efficiency of each protocol. Note that this result doesf floating (unsettled) nodes. In Fig. 3, one can easily see
not include the protocol-specific control overhead (e.g., heltbat the number of forwarding nodes of F-RPF increases as
messages, clustering broadcast packets). Active clusteringthee neighbor degree increases. The node geographic density
quires 2* h;f’lf)‘j% (one packet for hello message andlearly increases the hello packet loss due to heavy contention
the other packet for cluster declaration), and MPR and RRRd collision. For that reason, F-MPR works better in the
requires% extra control packets to exchange hell@parse network than in the dense network as Fig. 2 illustrates.
messages. Secondly, clustering protocols generally deliver more pack-
We observe following results in those figures. First of algts than F-RPF or F-MPR does. Since F-AC uses MPR to
there is a clear ranking and tradeoff of each protocol. Thiecide gateways, the performance of AC is closely related to
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that of MPR and the delivery ratio of MPR is very low. Withhigh delivery ratio even in the presence of high node mobility
those in mind, we can infer that the performance degradatifmg., 16 m/s). Secondly, MPR shows low delivery ratio
of F-AC comes from underlying MPR scheme instead of fromecause the coverage of periodically updated forwarding nodes
clustering mechanism. And F-AC still works better than Fs temporarily impaired by dynamic topology changes with
MPR. As seen in Fig. 3, clustering protocols choose mohégh mobility. Lastly, even with node mobility, the rank of
dominating nodes compared with MPR and RPF and theach protocol does not change i.e., is same to that of static
provide higher reception rate. results (F-PC>> F-RPF>> F-AC >> F-MPR). With this
Lastly, each efficient flooding scheme has the optimal poiobservation, we can conclude that (1) passive clustering works
where it exhibits the best delivery ratio (e.g., F-PC at well regardless of node mobility and network density in spite
neighbors = 12, F-MPR at # neighbors = 5). With the sparsé its low communicational overhead (thanks to piggybacking
network (e.g., # neighbors =4), the set of dominating nodekister-related information); (2) MPR suffers from incomplete
chosen by efficient flooding is not sufficient to cover the wholget of chosen MPRNs due to inaccurate neighbor topological
network. As the network density increases, each protodoformation. And thus, efficient flooding in MANET scenarios
chooses comparably more relaying nodes. With Fig. 3, one cshould be designed to cope with incomplete neighbor informa-
notice that each efficient flooding schemes slightly increastsn; (3) RPF works effectively with a few sources. However,
average number of relaying nodes as the density increagemay suffer from heavy overhead as the number of sources
(e.g., F-PC exhibits 2.1, 2.25, 2.26, 2.6, 3.0 and 2.5 at eddlreases.
point). In very dense network, heavier contention and collision
due to periodic hello messages increase the probability of
packet loss (both data and hello packets). Since efficient flood- ] ) .
ing reduces redundant re-broadcasts, unlike blind flooding, thd" this section, we apply the flooding protocols to the
data packet loss cannot be easily recovered. However, F-ff@ctive ad hoc routing protocol AODV (Ad-hoc On-demand
is comparably immune to the increase of neighbor degrg)éstance Vector) [9]. AODV relies on the massive roodlng (_)f
because F-PC does not exchange hello packets. the rpute request p_aqkets. Thus, we expect that the efficient
As mentioned earlier, the total number of control packet $°°ding scheme will improve the AODV performance. We
each protocol is obvious. Thus, we measure the total contRyghtly modify the route information flooding mechanism
overhead in bytes to compare protocol overhead betwedAODV SO that a node selectively re-broadcasts (relays) a
flooding schemes. Fig. 4 shows the outcome. This resﬁﬁntrol packet based on underlying roodmg_ mechams_m (|.§.,
clearly demonstrates the low overhead of F-PC and F-RPEMPF, F-AC and F-PC). Note that we omit F-RPF since it
Due to piggybacked neighbor information, F-MPR and F-Afeauires underlying proactive routing scheme to maintain the
produce heavy control overhead and increase the overh&hgred source-trees. This is inconsistent with the use of an on
with the neighbor degree. However, we should note that tH§mand strategy such as AODV. We simulate 100 nodes placed
control overhead of F-RPF is closely related and actually prigndomly within a 1000 x 500n terrain. Nodes are moving
portional to the number of source. Thus, the control overhe®*domly with minimum speed 2 m/s, maximum speed 20
of F-RPF will become bigger with the increase of number dp/s and 100 seconds pause time. We increase the offered load

sources. While the control overhead of passive clusteringY§ing @ number of CBR (Constant Bit Rate) sessions ranging
independent of the number of sources and keeps low. from 10 to 40. Each CBR source starts a session randomly

after the initialization time (10 seconds) with the data ratio 4
] ) ) N packets/second and 512 bytes payload size.

B. Fixed Network Size with Node Mobility Fig. 6 and 7 demonstrate the performance gain with efficient

For the second experiment, we simulate 100 mobile nodésoding. From Fig. 7, we see that F-MPR and F-AC increase
placed randomly within 1000 x 100@n2. With the fixed the control overhead due to periodic hello messages. This is
network size, we increase node mobility from 0 m/s to 1@wost evident when offered load is low since in that case the
m/s with 10 seconds pause time. The delivery ratio in Fi@ODV routing overhead is also low.
5 shows a few remarkable results. First, the performanceWith heavy offered load (N> 30), F-MPR outperforms
of each efficient flooding scheme slightly degrades as thee other flooding protocols. Since F-MPR reduces more re-
mobility increases. However, passive clustering exhibits vebyoadcasts packets of route queries than clustering protocols

IV. APPLICATION OFEFFICIENT FLOODING
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cations. For example, F-PC can be well adapted to reactive
4d hoc routing protocols because of its low overhead. While
F-MPR, F-AC and F-RPF work very effectively with link-

Fig. 6. The Delivery Ratio of each protocol with AODV (100 nodes place!
randomly within 1000 x 500n2)
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