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Abstract— In this paper, we study a novel forwarding technique
based on geographical location of the nodes involved and random . » . .
selection of the relaying node via contention among receivers. We handshake in order to mitigate the hidden terminal problem
provide a detailed description of a MAC scheme based on these [7], [8].
concepts and on collision avoidance, and report on its energy and ~ A common characteristic of the above schemes is that, at
latency performance. A simplified analysis is given first, some the MAC layer and often also at the routing layer, when a node

relevant tradeoffs are highlighted and parameter optimization decides to t it ket th iqinat | it
is pursued. Further, a semi-Markov model is developed which ecides to transmit a packet (as the originator or a relay) i

provides a more accurate performance evaluation. Simulation SPecifies the MAC address of the neighbor to which the packet
results supporting the validity of our analytical approach are is being sent. Knowledge of the network topology (though in
also provided. many cases only local in extent) is required since a node needs
to know its neighbors and possibly some more information
related to the availability of routes to the intended destination.
[. INTRODUCTION This topological information can be acquired at the price of

some signaling traffic, and becomes more and more difficult

Energy conservation is one of the key technical challeg{as SO .
: ; 0 maintain in the presence of network dynamics (e.g., hodes
in sensor networks and ad hoc networks. It is necessa

ry. . o "
. L ) which move or turn off without coordination). In addition, the
to devise communications and networking schemes whic

oposed schemes do have some performance problems, e.g.,

make JUd.'C.'OUS use of the limited energy resources .V.v'thOFIH{e radio range is significantly underutilized in GAF (which
compromising the network connectivity and the ability to

means that more hops are needed to cover a given distance)

deliver data to the intended destination. In addition, sensor . . . .
. L d potentially large delays may be introduced in STEM (in
nodes are often subject to further constraints in terms of C . .
order to wait for a given node to wake up).

wer, memor ., which call for simple algorithm . . .
power, memory space, etc., ch call for simple algorit SWe propose here an alternative solution, called Geographic

and schemes whose memory needs are modest. . o ’ )
One of the main mechanisms to save enerav is the seRoa}ndom Forwarding (GeRaF, pronounced as “giraffe”), which

. ! Ve gy | US€idMhased on the assumption that sensor nodes have a means
sleep modes at the MAC layer, by which nodes are put

{8 determine their location, and that the positions of the final

tsrlgtepcc?rsmc;f(tzﬁ\r;itasisposrzf:rz\./e-rdhIssir:g:ti fbteogorr;ear']n i%?e: av,\:e tination and of the transmitting node are explicitly included
y s P ’ y Ineach message. In this scheme, a node which hears a message

sleeping at the same time, the network may end up be'fggable (based on its position towards the final destination) to

gfgﬁnnfodi:één v\tﬂ?cr:e;zgtréggr?ﬁijsre' f‘oet\)llgﬁl T:C;eg]f:mh ess its own priority in acting as a relay for that message. All
Propos ) Pro Co Ri%des who received a message may volunteer to act as relays,
SPAN [1] tries to coordinate the sleeping activity of the

nodes so that a connecting backbone is alwavs present G%g do so according to their own priority. This mechanism tries

. o 9 ) ys p " ~to choose the best positioned nodes as relays. In addition, since
[2] identifies groups of nodes which are equivalent from . ) o )

. ) . : . " - e selection of the relays is doagposteriori no topological
routing point of view, i.e., in each group it is sufficient tha

. . . . nowledge nor routing tables are needed at each node, but the
a single node is awake at any given time. STEM [3], on the sition information is enough. Geographic routing is used

other hand, prowdeg a means to communicate with a noﬁ%re to enable nodes to be put to sleep and waken up without
currently asleep, by implementingrandez-vousnechanism

cqordination, and to integrate routing, MAC and topology

bzsicrjsc;rr]l &Zaﬁ?eﬁggjtpesr;]slssi?nls-eﬁ\r?e:OTtg:A,Ah\ﬂ-ﬁ\;:sggesl,féhr:;e%nagemem into a single layer. This basic idea is described
bap in“some more detail in a companion paper [9], where the

[4], or muIt|—channeI_ setup_s in which parallel transmssmnr%ultihop performance of the scheme is also studied.
can be performed without interference [5], [6], or variants o . s . :
. . this paper, a collision avoidance protocol based on this
classic contention-based schemes, usually based on RTS/CJI'g : ; . . ; : .
idea is described in detail. We provide a detailed analysis of
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appropriate scheme to which we compare, since it is the osecific node, in this case any node within range can respond
which is most closely related to our approach. More extensite it, with nodes closer to the destination doing so with
comparisons with other energy-conserving schemes, includimgher priority. Therefore, the CTS message is also subject
[7], [10], are the subject of future work. to contention, since multiple nodes may decide to respond to
Further, a more complete approach is followed in whichthe same RTS at the same time. The issuance of CTS messages
semi-Markov model for protocol operation is developed arid response to an RTS is done in such a way as to give priority
solved. This second approach is more accurate, especiddiynodes which provide a larger advancement towards the final
in networks which are not very dense. Comparison betwedastination, as detailed below.
the results of the two approaches shows that the simplified
analysis can accurately predict the behavior in a large fractiRn
of the range and, more importantly, it accurately predicts the
optimal value of the duty cycle of the sleeping behavior of the We now describe in detail the protocol operation from the
nodes. Finally, some preliminary simulation results are showi@nsmitter and the receiver side. The current description is for
to confirm the validity of our analysis. a specific solution, and many variants are possible which may

improve the performance while being more complicated to
explain. In this section we choose a simple version to highlight
the main points.

We consider a scheme which uses carrier sense beford) Transmitter:When a sleeping node has a packet to send,
transmission, which partially avoids collisions but gives nib enters the active state and monitors both frequencies for
guarantee against the hidden terminal problem. Notice that $exonds. If either frequency is busy, the node backs off and
fact that nodes are not always on makes traditional RTS/CTi®&schedules an attempt at a later time. If on the other hand
based collision avoidance mechanisms ineffective since a ndi¢h frequencies are sensed idle during this entire interval,
may wake up after the CTS was issued. This could be solvé node transmits a broadcast RTS message, which contains
by requiring a long idle channel time to be detected beforetlae location of the intended destination as well as its own.
transmission can start (essentially enough for the whole packdter sending the RTS, the transmitting node listens in the
exchange to complete, which is of course very wasteful) or lsyibsequent slots for CTS messages from potential relays. In
synchronizing all nodes as in [7], which requires additiona&lach of the CTS slots following the end of the RTS message,
signaling and complexity. the transmitting node acts as follows: i) if only one CTS

The solution we adopt here is the use of busy tones [1hessage is received, it starts transmission of the data packet,
[12]. It was observed in [3] that there exist sensor nodeghose initial part acts as a CTS confirmation for the node
equipped with two radios. In [3] the availability of separatavhich issued the CTS; ii) if it receives no CTSs, it will send
channels for the data traffic and the wakeup signaling is usefuCONTINUE message and listen again for CTSs, timing out
to facilitate protocol operation, in particular to avoid thaafter N, empty CTS slots (which forces the node to abort
prolonged beacon periods interfere with data traffic. In otine handshake and to reschedule it at a later time); iii) if it
case, no prolonged beacon periods are present, and therefiears a signal but is unable to detect a meaningful message, it
we could use the second radio to let the receiving node issu#l assume that a CTS collision took place, and will send a
a busy tone, which is a way to effectively prevent collision€ OLLISION message which will trigger the start of a collision
at the receiver. More precisely, on the first frequency (“data&solution algorithm (to be described later) and will listen
frequency) all message exchanges occur, whereas the seagain for CTSs.
frequency (“busy tone” frequency) is used for busy tones After packet transmission, an immediate ACK is expected.
only. Notice that we could trade off energy and latency d$ it is correctly received, it completes the transaction and
in [3] by using a pulsed busy tone with some duty cyclehe node can go back to sleep. Notice that if the receiver
with the requirement that the sensing time be increasedignan intermediate node towards the destination, in a scheme
order to avoid that silent intervals of the busy tone aie which a packet exchange is immediately initiated the
interpreted as idle channel. In addition, these pulsed buRYS message itself could serve as the ACK. Here, on the
tone messages could act as partial ACKs thereby allowiother hand, we assume that an explicit ACK is used. If the
recovery of smaller pieces of the message if individual CR@sansmitter does not get an ACK within a given time, it times
are available (consideration of these variations as well ast and declares the transaction failed. It will then reschedule
their performance implications are left for future study). Notthe same packet for future transmission. A&y, 4:; failed
that this is possible since the transmitter also has two radimtempts for the same packet, the transmitter will give it up
which can be used independently (in particular, one to transraitd generate an error message for the higher layers. While
the data and the other to receive the busy tone/partial AdiKtening for CTSs and for the ACK, the node transmits the
messages). busy tone to prevent interference from hidden terminals.

When a node has a packet to send, it listens to both frequenNotice that with the above rules the protocol does not lead to
cies. If either is active, the node backs off. If both are inactiveiansmitter deadlock, as the sender will never wait indefinitely
the node transmits. The collision avoidance feature of thisr CTSs or ACKs. Only in the case of completed transaction
scheme is based on the RTS/CTS message exchange. Howevilithe transmitter consider the packet as successfully passed
unlike the traditional RTS message which is addressed taathe next hop. A remaining problem with this scheme is

Detailed description

II. COLLISION AVOIDANCE MAC SCHEME



that packet duplication may occur. In fact, if the final ACKregardless of any previous schedule (if the listening interval is
is lost the relay node is now in charge of packet deliversignificantly longer than a complete transaction, nodes could
whereas the transmitter will not be aware of this fact and willist interrupt their listening and resume it at the end of the
retry the transmission of the same packet. This ambiguity daeansmission).
not compromise the correctness of the scheme and can bH in the second part of the first CTS slot a CONTINUE
solved by intermediate nodes when an additional copy of theessage is heard, it means that there are no nodds,iand
same packet is received and discarded. This requires that naglesiodes inA> will contend in the second CTS slot. If an
keep memory of recent transmissions. If this is not possibBfBBORT message is received, the transmitter has reached the
or desirable, as well as in the case in which multiple copi@saximum allowed number of CTS slots and the transaction is
of the same packet go through disjoint sets of nodes, packbbrted.
duplication will be detected at the destination, which leads to If on the other hand a COLLISION message is received, this
some inefficiency that on the other hand is mitigated by theeans that more than one CTS was generated in the CTS slot.
fact that losing an ACK when the packet was successful isAdl nodes who did not transmit will drop out (they recognize
low probability event and the overall performance impact makat higher priority nodes are present) while those involved in
be expected to be limited. the collision will start the collision resolution algorithm. Each
2) Receiver: Each node will (more or less) periodicallycolliding node will decide with probability 0.5 whether or not
wake up and put itself in the listening mode. If nothindo continue. Who decides to continue will send a CTS in the
happens throughout the listening time, whose duration magxt slot. Three events are possible: i) only one node sends,
be fixed or random, the node goes back to sleep. On tiiensmitter starts packet transmission and all others drop; ii)
other hand, if the node detects the start of a transmissionpre than one CTSs are sent in the same slot, transmitter
it goes into the receiving state. Note that the randomnesands a COLLISION message, those who did not send drop
of the events involved makes the sleep process not exacilyt, those involved in the collision decide whether or not to
periodic. The sleep time will be considered as a constantdnntinue as before, until the collision is resolved; iii) no CTS
the following, for convenience of explanation and of analysiss heard, a CONTINUE message is sent by the transmitter,
In reality, more sophisticated schemes could be envisionedd all nodes who did not select the current slot decide again
in which sleep times could be random or could depend amdependently whether to continue as before. This procedure
the battery status (i.e., nodes with less charge tend to sledp terminate in few slots with high probability. In order to
longer). These variants are left for future study. force it to be limited, the transmitter can send an ABORT
Upon detecting the start of a message, a listening node stamgssage if the collision is not resolved withWy,.con CTS
receiving. At the same time, it activates the busy tone on thkts. Finally, any node which receives a message it does not
busy tone frequency for a duratidfks. If no valid RTS is understand will drop out.
received, the node goes back to the listening state, where iNodes which heard the RTS correctly will follow the
stays for the originally scheduled duration. On the other harggquence of steps above, and they are guaranteed to either
if a valid RTS is received, the node reads the information #pecome the relay node or to drop out at some point. The
it and determines its own priority as a relay. This priority i€vent that two nodes think they are the designated relay can
based on the relative location of the node itself comparedlte completely avoided if the start of the packet contains
the distance between the transmitter and the intended fitiag full relay node’s address, or made very unlikely in a
destination. Specifically, assume the following: the portion simplified scheme where at the start of the packet a random
the coverage area of the transmitter which is closer to thember (included in the CTS as temporary short address) is
intended destination than the transmitter itself is divide@jn transmitted. In order to avoid the hidden terminal problem,
regionsA, ..., A, such that all points io4; are closer to the each node involved in the above procedure will keep the busy
destination than all points int; for j >i,i=1,...,N, —1. tone active until it drops out or, if it is the winner, until the
(Possible choices of these regions may be to take all with thiole data packet has been received.
same area or to quantize the advancemenfjrequal levels.)  We stress the fact that the above protocol choices (e.g.,
In the first CTS slot after the RTS, all nodes ity will the details of the collision resolution algorithm) are made
send a CTS message, while all others will be silent. All nodgisst to give an example of how it is possible to provide the
will then listen for the message from the transmitter in theelated functionality. It is not our goal here to optimize these
latter part of the CTS slot. If a packet start is heard (whicschemes, but rather to show that our proposal is able to achieve
contains the identification of the node which sent the CTSatisfactory performance. Even better performance could be
only the designated node will continue to receive, whereas abitained if further optimization is pursued, and this is left as
others will go back to sleep. Notice that going back to than interesting topic for further work.
listening state is not a good strategy since these nodes are
in the coverage area of the transmitter and therefore will be IIl. A PPROXIMATE ANALYSIS
unable to serve as relays for any other node. In the interesiWe first develop an approximate analysis of the GeRaF
of energy saving, the best thing to do is to go back to sleepllision avoidance scheme described in the previous section,

1 . _ in order to gain some understanding of the basic mechanisms
Another optimization, not considered here, would be to let a node sense

both frequency upon wakeup and immediately go back to sleep if eitherq'@d sources of energy consumption, as well as to compare it
busy, since in this case it is impossible for it to act as a relay. to STEM.



We assume that nodes are distributed throughout the net-summary, the joint probability of having exactly > 0
work according to a Poisson process in two dimensions, wiémpty cycles, followed by a non-empty cycle withempty
intensity p nodes per unit area. A node in the network, whilslots () < i < NNp,) plus one non-empty slot in which > 1
mostly sleeping, wakes up for two reasons, namely if it hasGI'Ss are sent, is given by
packet to transmit or if it is time for it to listen according to YV
the wakeup scheme. Note that in the latter case there are threge 7o)’ e*“OTO, i>0,0<i<N,k>1 (3)
possibilities, i.e.: i) nothing is received and the node goes back :
to sleep after a specified amount of time; ii) activity is detectet’€n. for the length of the non-empty cycle we have

but the node is not selected as a relay; and iii) the node acts as,, _ E[i + o]
a relay. Clearly these three possibilities correspond to different s Np—1 oo ok
amounts of active time and energy consumption. _ Z (i + s1) (e—NpAo)j e—iho € ONG
Consider a long time interval of duratiénThe total average =0 =0 =1 k!
energy consumed during this time can be expressed as follows: W Ny s o= X0 2k
1—e . e=1 —RT Sk
Eiot = NrEr + N¢E¢ + T, P, (1) = T D i e+ S —
where Ny and N, are the average number of times (dur- \ =0 N o e-Poyk
ing t) the node transmits a packet and wakes up to listen, _ e "0 Npe r70 Dkt RSk ()
respectively, whileEr, E, is the average amount of energy l—e 20 1—e Mo 1—e ™o

consumed following either everi; is the total amount of time  Finally, the sender transmits the packet g5 and receives
the node spends in the sleep mode, &nés the corresponding the ACK for T4 k. Note that these messages are all trans-
power. In the following, the various terms in (1) are evaluateghitted/received on the data frequency, while transmission on
the busy tone frequency is activated during CTS slots and the
A. Packet transmission ACK. For later analytical convenience, we ignore the carrier
In case of a packet transmission, the transmitting node seségse activity, which would involve an additional listening time
an RTS message, of durati@izrs, and listens for CTSs until of 7, which is a very reasonable approximation simc& Tp.
it hears some signal. IV, CTS slots go by without any CTS The total time the transmitting node is on (counting twice the
heard, the sender times out and retries. Net= pm be the times during which both radios are active) is then given by
average number of nodes in the coverage akéa= dN the _
average number of such nodesening(d is the duty cycle of tr = (Y =) (Trrs + Np(2Tors + Tersy))
the listening activity of each node), agdhe fraction of those ~ +Trrs + 22Tcrs + (v — V)Tersy + Tp + 2Tack  (5)
nodes which are considered as relad.he probability that
there are no nodes who can answer the RTS is thet'.  ansmit, receive and listen) is the safeor all, 5 the total

Each cycle where no nodes respond then involves, besides, gy spent every time a node wants to transmit a packet is
the RTS, N, empty CTS slots, i.e., the sender transmits ong - _" p and the contribution of the energy associated to

RTS, listens (without receiving anything) fa¥,7crs and acket transmission to the total average power consumption
transmits (CONTINUE messages) fof,Tcrs,. On average, Erot 1 is
o

there are(ef™ — 1)~! such cycles, followed by a successful NrEr

handshake, which involves one RTS,CTSs, and(z — 1) - APtr (6)
CTS replies, since the reply to the last (successful) CTS
the start of the data packet itseff.The average number of
CTS slots in a successful handshakegcan be computed as i i .
follows. Let Ao = £M/N, be the average number of availabl®- Listening/Receiving

relays in each priority regiorf. A successful handshake starts Each node wakes up periodically with duty cyele and
with i empty CTS slots with probability=* (0 <i < N,), stays on for a timd;. The average rate of packet arrivals in
followed by oy, slots with probabilitye=*° Xk /k!, whereoy, is  its coverage area 5N, and the probability that no activity is
the number of slots needed to resolve a “collision” in whicHetected i, = e~*N7z In this case, the node just spends the
k > 1 nodes are involved. Note that, with the binary splittingmount of timeT7, listening and goes back to sleep. On the
strategy used to resolve collisions, the average number of slotger hand, with probability — py, Ssomeone in the coverage

If we assume that the power spent in each of these functions

Where is the packet arrival rate at each node.

s = E[oy], obeys the following recursive relationship area will start an RTS. Before being able to know whether it
1 k=1 can be considered as a relay, the node must receive this RTS.
Sk=14 142k T (N, 2) Since the arrival time of this RTS is uniformly distributed
H+f+11 kE>1 within the listening interval, the actions involved are listening
“Note that nodes who are placed opposite with respect to the destinatiodThis assumption is clearly not critical since one can precisely distinguish
should not be used as a general rule. among the three functions, thereby assigning the exact power to each if
3For simplicity, and with no loss in generality, we ignore here the facteeded. On the other hand, even though possibly not the same, these power
that only a limited number of attempts is allowed, i.e., we tAkgr.-4¢+ = levels have been observed to be comparable, and we expect no additional
Nytazcoll = 00. insight from a more accurate definition of the power levels. The assumption

4In order to simplify the notation, here we define the priority regions aherefore appears to be reasonable, and is made here to limit the size of the
having the same area. Extension to the general case is straightforward. parameter space.



to the data channel fof',/2 on average, and receiving fortrue thatN,/t < d/Tr, and the bound is tight for low traffic.
Trrs. Note that as soon as the node detects channel activitythis case, we can write
it turns on its busy tone, so that a transmit activity 1ofrs N.E; dE, dPt,
on the busy tone frequency must be accounted for as well. / =~ T, = T,

Given that an RTS is started, with probability— ¢ the MT,
node will not be in the portion of the coverage area facing = dP + AP |— 5 + &M (z — 1) (Ters + 2Torsy)
the destination, and will drop out immediately after receiving
the RTS. In this case, there is no additional activity involved. + 2MTrrs + (1 —e*M) (Tors + 2Tp + Tack)]  (9)
On the other hand, with probabilitythe node will participate where we used the fact that
in the contention, along with other nodes whose number is a
Poisson r.v. with meafiM . Since all participating nodes have dP(1 — po) ~ dPANTY,
the same probability of being the winner, the probability that Tt Tt
the node wins the contention is found as

= APM (10)

0 eEM(ear)t 1 emEM C. Sleeping . o
Z T ] = 3] (7 _The total amount of energy consumed Whl!e sleeping is
k=0 ’ given by T, P,, whereT; is the total amount of time the two
In this case, i.e., the node wins the contention, it is involvégdios are off. Notice that since in the above analysis we never
at most in sending CTSs (withz as given in (4)), receiving @ccounted for sleeping times in between active periods of the

(z — 1) CTS replies, receiving the data packet and finall{@dios,7s must include those times as well. In any event, we
sending the ACK. When the node is receiving, i.e., for a tinfe@n affirm that the contribution of sleeping time to the overall

equal to(z — 1)Tors, + Th, the busy tone is on. average power consumption = < P, where P, is the
If on the other hand the node participates in the cofRverall power consumed when both radios are in sleep mode.
tention but loses it (with conditional probabilitgeds — I view of the fact that in the envisioned scenarios the radios

1+ e~€M)/¢)), the activity involved is upper bounded byMust be sleeping most of the time, we have- T < ¢,

receiving (z — 1) CTS replies and transmitting continuoushnd therefore the above bound is tight and can be used as a

(CTSs or busy tone) fofz —1)(Tcrs + Tersy). Note in fact reasonable approximation.

that nodes losing the contention do not necessarily participate

until the end, and with certainty do not transmit in the verp. Total average energy consumption

last CTS slot (in which somebody else is successful). _ We can find the total normalized average energy consump-
In summary, the total average active time of the radig, g pe

(counting twice the times when both radios are on) can be

E 1 (NtE NE TP,
found as — tot — TET Y274 sts 11
- Y= p T p ( t T (11)
L
te = poTr +(1-po) D} +2Trrs where the expressions for the three terms are given akgve.
| _ o—tM is the total energy consumed in timedivided by the energy
+T (zTers +2(z — DIcrsy + 2T + Tack) which would be consumed by a single radio which is always

M- (1 Cem on (transmitting, receiving or monitoring the channel), as is
+ EM-(1-e )(x —1)(Ters + QTCTST)] typical in traditional CSMA-based protocols.
M In order to simplify the expressions, consider the case in

= Tp+ (1 —po)[&(z —1)(Tcrs + 2Tcrsr) which Trrs = Ters = Torsr = Tack = Tsrg. In this
T, 1—e M case, we obtain
-+ — . (8)
2 M NrEr

For reasonable scenarios, the probability that upon wakeup 3
the node ends up being involved in a data exchange will +(3z + 2)Ts1e + Tp] (12)
have to be small (the whole idea being to avoid heavy load
of the nodes). In order to have network stability we must NeEe ~ dP + \P [_ MTr, +2(1 - e M1

+ 2Tgrs — (Ters +2Tp + Tack)

AP [(eM — 1) "' (3N, + )Tsic

have A\NTparaex < 1, i.€., the average number of users in t
transmission state per coverage area must be less than unity + (3¢M(z — 1) + 2M +2(1 — e™*M)) Ts1¢] (13)
(TpaTaez is the total time for a data transfer from RTS to TP
ACK). If we assume thafl, < Tparaes, We have that S~ p, (14)
ANT, < 1. In this case, we havé —py = 1 — e~ N7t ~ ¢
ANTY,. and

If once again we assume that an active radio consumes a A M MTy,
power P regardless of its being in transmit, receive or listen Yo = d+ 2 +A [(3 —2e ) Tp - D)

mode, the total average contribution to the total average power —eM
. 3EM(z — 1) +2M +2(1 —

consumption®,,; /t can be found a®V,E,/t. For an unloaded + ( (M (w 52\; : ( € )

network, we would haveV,/t = d/Ty, while in general it is +3z + 24 (*M = 1)7H (3N, + 1)) Tsrc] (15)



E. Latency Notice that this is the average fraction of listening periods in
We define here latency as the time it takes from whenV#ich a node gets a message, and as before in the envisioned

node starts the packet transmission handshake to when $Agnario we expect this number to be small.
transmission of the actual data packet starts, and can bé\fter waking up, a node will listen fofl, and go back

computed similarly to ($)to obtain to sleep with probabilitp, = e~*7+/¢, With probability 1 —
po ~ AT, /d, the node will be involved in receiving a message.

Tt = (M = 1) (Trrs + Np(Ters + Tersr)) In this case, note that in STEM the listen timelis = Tz +
+Trrs +2Tcrs + (x — )Torsy B;. Since the beacon start time is uniformly distributed within

= (&M = 1)"L(1 4 2N,) + 22) Ts1a 1e) s the average time to receive a beacorilis/2 + B, =

(Tt + B1)/2 = (Tt + Ts1c)/2. After receiving a beacon,
the node’s radio is involved in sending a CTS, receiving a

F. Analysis of STEM data packet and sending an ACK. The total activity time for
A similar analysis can be carried out for the STEM schemgstening/receiving is therefore

We consider here STEM-B [3]. The basic principle of STEM

is the following. Nodes are expected to sleep most of the timg, = poT7, + (1 — po) [m +Ters +Tp + TACK]
and to periodically wake up to listen. If a node wants to send 2

a packet to one of its neighbors, it starts polling it by sending _ Ty + (1 — po) {_ﬂ +Tp + 2.5T51G]

beacon messages which carry the intended recipient’s identity.

Since the intended recipient is guaranteed to wake up within AN [ Tg

a finite amount of time, this polling period ends successfully — To+ g |72 T Ip +2.5Ts1c (19)

and results in the communication link between the two nodesFinally as before, we approximate the contribution of sleep
involved to be restored. Once this is done, the packet transm:(gde to ,the overall, average power Bs

can occur. The detal'ls'of the beacon message as we!l S #he total normalized average energy consumption in STEM
more complete description of the scheme can be found in [%Lin therefore be computed as

1) Energy consumptionThe average energy consumption

can still be divided into three terms. In a packet transmission, ,, ~ _ Etot < My dte + L]
the sender sends beacons until the intended recipient wakes up Pt — T, P
and receives one. At that point, packet exchange takes place Tr(1—d)
via 802.11-like MAC.” Nodes wake up every seconds for A (TD +3.5Ts16 + 2d )
Ty,. The average time the beacon needs to be sent is then given A T, P,
by (T — Ts)/2 + By, whereTg is the period with which +d (1 + P [—7 +Tp + 2.5Ts1c¢ ) + 5
beacons are sent arfg}, is the length of a beacon [3]. If we Tr(1 — 2d) P,
assume thaf', = T + B; we obtain(T — T1)/2 + 1.5By, = A <2TD + 6751 + T) +d+ F(ZO)
whereT' = T7,/d. The total average amount of time the node
is powered on is therefore given by Note that for a given value of this expression is independent
T T, of N. This leads to the conclusion that STEM as considered
tr = — ——+15B1+Tcrs+Tp +Tack here is unable to benefit from an increased node density. A
12%(1 _Zd) somewhat more fair comparison would be to consider STEM
= — g +Tp +3.5Ts1¢ (17) combined with GAF as proposed in [3], so that higher densities

of node deployment could be exploited to reduce the energy

where we assumed that the beacon acts as RTS. The ¢Qhsumption. This scheme would however have two significant
tribution to the average power consumption due to packgfawbacks, namely a poorer utilization of the coverage radius
transmission is then given byPtr. because of the node organization into grids, and the need for
After waking up, a node will be addressed with probabilitgxpncit signaling among nodes in order to make the GAF
1 —po, wherepy is the probability that no activity is detected jechanism work. As a first step, in the following results we
Note that in this case nodes are explicitly addressed, a@ftys on the original version of STEM. Detailed evaluation of
therefore the rate at which messages for a specific node g€ combination of STEM and GAF, as well as a quantitative
generated is lower than before (where on the other hand gdlsessment of the above phenomena, are out of the scope of
nodes in the coverage area would receive the RTS). Howevyggp present paper and are left for future study.
since a beacon is for a specific node, the interval of time duringpy | atency: If we define latency as the time from when a
which a new message can be generated is fiomther than peacon is initiated to the time an ACK for it is successfully

Tr. The message arrival rate is then given by received (and therefore data exchange can start), we have as
ANT X in [3] (we assume here = 0, which corresponds to minimum
N a4 (18) listening timeT7)
6 o Lo ) i T_T T_T
and do not count twice the tmes when the busy tone 1 actver - Tt = Biss+———2 = ———E + 1.5B1 + B,
"Note that STEM could be combined with various access protocols, such as Ty(1 - d)
for example S-MAC [7]. In this setting, we assume a simple contention-based = —— > 4+ 25T (22)

scheme which enables direct comparison with GeRaF. 2d



IV. PERFORMANCE COMPARISON 10°

In this section, we give some numerical results for the
schemes considered, and provide a comparison between them.
First of all, notice that there are three types of parameterps
in the above formulasfixed parameters i.e., parameters 2 10®
which are expected to be decided once for all and will b
considered as constant: in particular, we choose the numiger
of priority classesN, = 4, the relative size of the relay§
region ¢ = 0.4, the relative power consumption in sleeps 10° ;
mode, P;/P = 0.001, and Ts;¢/Tp = 0.1 (we assume 5 e e GeRaF, N=20
here for simplicity that all signaling packets are of the same o—o STEM, N=20
length Ts;c); extenal parameters i.e., parameters which- Egﬁg;ﬁd‘iﬁ%‘j
are common to all schemes and provide the scenario in which
those schemes are compared: in particular, the node density® ;,? 107 10" 10
and the network traffic; here, we use the average number of duty cycle, d
nodes per coverage ared,, as a measure of the network
density, and the average normalized traffic per coverage aé%rzalr
ANTp as a measure of the network logehrameters of the
specific schemesi.e., parameters which play different roles 10
in different schemes and can be chosen differently according
to the scheme selected; for example, the listening time or the
duty cycle may not be the same in GeRaF and in STEI\A
In reality, these parameters would be the subject of protocgl 10"
optimization, and a fair comparison should take into accougf

>

Average normalized energy consumptign, vs. duty cycle,d.
and STEM compared! = 20, 100, network load 0.01.

0

that they can be independently selected. g
As to the parameter optimization, note the following. Irg
STEM, the minimum listening time i§5 + B; = 3Tsiq. =
Since it is obvious that the best choice is to selsctas small £ *° | e GeRaE =20 |
as possible, we se€f;, = 3Ts;¢ here. The only remaining © o—o0 STEM, N=20
independent parameter is the duty cycle. In GeRaF, if we upper 4— GeRaF, N=100
~~——= STEM, N=100

bound the energy consumption by neglecting the negative term
—MTry,/2, the listening time no longer appears explicitly in 10'310, 107 0
the expressions, and can therefore be ignored. In this case also, duty cycle, d
the duty cycle is the only remaining independent parameter. _ _
~ The performance evaluation can therefore be carried _@ghii: aﬁ‘éersa}glglwr‘%%a;';fgmef;%%1C0°0rjsr‘]’g‘“22?f'io‘$ Sty eycled.
in terms of energy consumption and latency as a function
of the duty cycle, with the listening times chosen as just
explained. Curves of energy and latency vs. duty cycle, as
well as latency vs. energy (while varying the duty cycle), cagiense networks the minimum energy consumption achievable
be provided. As an example, some results are shown in FigutgsGeRaF may be significantly smaller than that in STEM.
1 through 4, in which the performance of GeRaF is compargdd shed some more light on this issue, we plot the trade-off
with that of STEM. Figures 1 and 2 show the normalizedetween energy consumption and latency (normalized to the
energy performance, vs. the duty cycled. In both schemes, duration of a data packef)p) in Figures 3 and 4. The curves
for large duty cycle, the energy consumption is dominategte generated by spanning the range of values of the duty cycle
by the listening activity, as expected. As the duty cycle @&urves are traveled right to left by increasing the duty cycle).
decreased, other sources of energy consumption are importaot. both schemes, we can observe a region in which there
In particular, the fact that the transmitter must spend energya real trade-off between energy and latency, whereas there
o “find a neighbor” (either via the beacon as in STEM ogxists a saturation point beyond which there is no trade-off as
by repeated attempts as in GeRaF) becomes dominant, Both schemes perform poorly: the latency associated to long
more so as the network load is higher and the node densitysisep times is unacceptable, and the persistence in looking for
smaller. Note that GeRaF outperforms STEM when the noderelay results in degraded energy performance as well. In
density is large. the trade-off region, the relative performance of GeRaF and
It should be noted that the choice of the duty cycle do&TEM depends on the node density: GeRaF performs better
not have to be the same in the two schemes, as they nthgn STEM for sufficiently dense networks, while the opposite
be independently optimized (notice from Figs. 1 and 2 thé& true when the density is small. As shown in the figure,
the minimum energy occurs for different valuesdfor the although for relatively sparse network® (= 20) GeRaF and
two schemes). However, it is clear from the figures that f@TEM perform approximately the same, for networks with

[
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10
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activity and data generation) within a given area is unchanged.
The other option, i.e., using more nodes to enable more data
transfer, is not the main focus here. In any event, note that
the curves in Figures 1 through 4 can be used in the latter
case as well by just scaling the load by the constant value of
N. The comparison between GeRaF and STEM still holds,

and therefore most of the above conclusions still apply. In

particular, GeRaF is better than STEM for sufficiently dense

networks, while the opposite is true for small.

Another issue related to the traffic model is the packet
generation at the sensor nodes. The model considered here
assumes that isolated packets are generated, while in the
presence of other models (e.g., bursts of packets) the scheme
should be changed, e.g., by creating an association between a
node and the relay who wins the contention in order to avoid

latency

multiple contentions for packets in the same burst.

Fig. 3. Average normalized energy consumptigg, vs. latency (in units

of Tp). GeRaF and STEM comparedl = 20, 100, network load 0.01. V. ENERGY OPTIMIZATION

From the plots shown, there appears to be a minimum in

0

10 the energy consumption, i.e., there exists an optimal value of
the duty cycle which minimizes the energy cost. Here, we
investigate the optimization of this parameter.

S Since the full expression af, for GeRaF is too complex,
g 10" | ] as a first step we look for some accurate approximation. To
§ this aim, in Figs. 5—7 we plot the following quantities:
7 tr =A[(eM = 1) BN, + )Tsia +Tp]  (22)
T 02 | | to = A3z +2)Ts1a (23)
o L
< | e GeRaF, N=20 MT,
| o—o STEM, N=20 ty = A|——L420-e Ty
| ~—a GeRaF, N=100
1o° Lo STEM, N=100 ‘ ‘ + (2M +2(1 — e M) Tgyq] (24)
10" 10° 10" 10 10°
latency ty =3XM(z — V)Tsia ts =d (25)

In addition, we plot the normalized sleep powBt/P (sl),
the total normalized traffic (tr) estimated 88 Tp a7 4., and
the total consumption (tot)

N = 100 nodes per coverage area GeRaF can gain over STEM Yo=tit+trtts+iatits +F/P (26)
almost an order of magnitude in latency for comparable energyThe reason we plot the normalized traffic is that one of the
or in energy for comparable latency. As already mentione@ssumptions on which our analysis is based is that the traffic
STEM could be improved by coupling it with GAF, which onbe low, so that the approximations made hold. Plotting the
the other hand has significant drawbacks in terms of additioriedffic allows us to see in which region the results presented
signaling and increased number of hops. The proposed schearereasonable and where they may be too pessimistic. We will
therefore appears as a promising alternative for low-pow@laborate on this issue in Section 6, where a more detailed
networking. model will be developed whose accuracy does not rely on the
low traffic assumption.

From the various figures (as well as from the results
obtained in many other cases, not shown here, which follow

In the above results, we have adopted a traffic modgle same general trend as in these examples), it is clear that for
in which, when comparing different values o&f, we have |arge values ofl the contribution ot (energy spent listening)
assumed that the average network traffic remains constafgminates, whereas for low duty cycles the dominant term
This is justified by the fact that in this paper we focus on thig ¢,, which corresponds to the energy spent looking for a
use of high node densities to save energy without introducirglay. From Fig. 7 we also note that for small traffic and dense
too much latency. In this scenario, deploying more nodes dagstworks the effect of the sleep power cannot be neglegted.
not lead to more nodes generating more traffic, but rathe;SN B _ _

ote that the casév = 500, which may seem extreme, is shown here

to more nodes sleep_in_g fo_r a larger fraction of the t_ime_= 8 demonstrate that the accuracy of the approximation is good over a wide
that the average activity (in terms of both communicationsnge of the parameter values.

Fig. 4. Average normalized energy consumptigg, vs. latency (in units
of Tp). GeRaF and STEM comparedl = 20, 100, network load 0.1.

A. Discussion on the traffic model
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10° + i load 0.01 and 0.1.

-2
10" ¢ T—sa = MM = 1)7' (3N, + 1)Tsre + Tp] +d + P(2P)

—ot2
+— 8 | whose accuracy has been tested with excellent results. Based
+ . lon this expression, and recalling thaf = dN, we can just
sl | differentiatey, with respect tod and set the derivative to

¥ | zero, obtaining that the optimal choice of the duty cycle as a

tot
function of the various parameters involved is given by

energy components

log w

o (28)

dopt -

duty cycle

Fig. 7. Components of the normalized average energy consumption V§vhere

duty cycle. N = 500, network load0.001.
a+2+ala+4
= 9 ( ), o= )\(3Np+1)fNT51G

In all cases shown, as well as in all our extensive evaluation . . (29)
. - rom the expression of the energy consumption of STEM
not depicted here, ternts, t3, ¢4 are negligible over the whole . .
g obtain the equation

range of values considered. Therefore, in order to study th
behavior ofiyy, we can use the approximation s

od

1 AT,
- ATL (-w) +]. - 0 — dopt - T (30)

'l)[}g ~ t1+t5—|—PS/P
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A. Results 0
10

Figure 8 shows the optimized performance of GeRaF and of e GeRaF - lambda=0.001
STEM versus the average number of nodes within coverage, o0 STEM - lambda=0.001
N. In each curve, the value of the total average network log 4 SeRar - lambda 0.1
is kept constant, i.e.\ decreases as we move to the rights |
For each value ofV, the optimal duty cycle is computedd *° ¢ W 1
according to the above formulas and used to compute tEe ]
energy performance. We note from the above expressions tfat
for GeRaFd,,: is approximately inversely proportional f§, &
as is \ for fixed network load (recall that the network loadS 10* | E
is defined asANTp). Therefore, we expect the minimumz ]
energy consumption to be inversely proportionalMp as the E
figure shows. In STEM, on the other hawdg,; is proportional
to v/, i.e., inversely proportional ta/N. Looking at the — 14° ‘ ‘
expression for),, the behavior is itself inversely proportional 1 10 100 1000
to v/N, as the figure shows. Notice that the slopes of the curves average number of nodes within coverage
corresponding to the two schemes are therefore different, amgl 10. Optimal normalized average energy consumptignss. average
while STEM shows superior performance for a relatively smajlimber of nodes within coveragey. Traffic per nodex = 0.001 and
number of nodes per coverage area, when the network is mbre-
dense GeRaF outperforms STEM, as expected. This is due to1o0 ‘
the fact that sincanynode can act as a relay, a higher density e—e GeRaF - lambda=0.001
provides a higher probability that such a node wakes up. ©——0 STEM - lambda=0.001

We remark here that the results of Figure 8 are energy T SeRar - lambda 001
optimized without taking into account latency. A fair compar—%
ison should therefore consider latency as well. Figure 9 showgs
the latency performance which for eac¥i corresponds to E
choosingd,,:. The figure clearly shows that, in the considered
case of fixed network traffic, the latency of GeRaF is constang,
since choosingd,,: (roughly) inversely proportional taV g
results in a constant value 81, the number of available relays &
within coverage, which is the key factor in determining latency.

On the other hand, in STEM the optimal choicedafesults in

a value of latency which is proportional g, as the figure 1
shows. Clearly, whenV is larger than about 15-20, STEM

has worse energy and latency performance than GeRaF. For a
more complete investigation of the trade-off between energy. 11. Latency (in units ofl'p) corresponding to optimal energy
and latency, refer to the already discussed Figures 3 and gonsumption vs. average number of nodes within coverageTraffic per

Similar results for the case in which is kept constant hodeA = 0.001 and 0.01.

(and therefore the average network load increases with

are shown in Figures 10 and 11. It can be seen that in this ) , .
situation STEM chooses a fixed point in the energy-laten&?rameters in which the above results are meaningful. In order

space, whereas GeRaF can still benefit from increased dené%?/fjo so, we develop a more complete model in which the
as in the previous case. effect of multiple attempts is accounted for. More specifically,

we track the evolution of a node, which can be in one of the
VI. SEMI-MARKOV MODEL following states:itransmitRTS: the node has decided to start
In the previous subsection we have mentioned that tRdandshake and sends an Rir&nsmitpkt: a handshake has
simple analysis presented can be expected to apply only Bgen successfully completed and packet transmission starts;
low traffic in the network, as it assumes that when a packetRgcketready. the node has a packet ready for transmission;
ready for transmission the medium is never busy, and negledi@ep: the node is in sleep modésten : the node is in idle
other issues which could become relevant if the channelligtening mode;receiveRTS an RTS has started while the
occupied for a significant fraction of the time. This is th&ode was listening, and the node starts receivingedeivepkt
reason why, for low duty cycles and significant traffic pe'{the node has won contention to be a relay and now receives
node, the approximate expression (actually, upper bound) fbe packet.
the energy consumption may increase beyond the normalizedVe build the transition structure among these states accord-
value of two, which is the maximum possible since the worsig to the various events which can occur. For each transition
possible case is that both radios are always on. we can determine the associated energy consumption as well
It is therefore important to validate the goodness of thes other relevant metrics. The resulting semi-Markov model
previous analysis and to determine the range of values of tten be solved to obtain the performance results of interest.

10 -

1000

average number of nodes within coverage
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for o CTSs.° On the other hand, the second radio (only
used for busy tones) is active only when the first radio does
not transmit, i.e., during the CTS slots. We arrange the time
spent by each radio in the four modes (transmit, receive, listen,
sleep) into a matrix, where the two rows correspond to the
two radios and the columns correspond to the four modes in
the given order. Note that the sum of the elements of each
row must be the same and is equal to the total average time
associated to the considered transition. In this case we have

packet arrival
TX failure before wakeup

no packet
arrival
before wakeup

no activity
detected

noCTS
received

busy medium:

noRTS activity

backoff detected detected
corrupted TRTS +
pecket DT r1Ters wolcors 0
(x —1)Teorsy
correct packet recve |, [ recave TRTS +
to be relayed pa:ket win collision RTS ,Z’TCTS 0 0
lose collision («77 - I)TCTST‘

or drop out

The other possibile transition is to stgtacketready, and
occurs when no CTS is received, i.e., no relays could be found
and the node backs off. This event has probabdity™, and

. . . the associated times are
Notice that even this model is not completely accurate, as

an exact model would require to keep track of the state ¢f Trrs + NyTersr 0 NpTcrs Thackos s

all nodes jointly, a clearly impossible task. However, it doe Trrs + NyTorsr

capture important behaviors, e.g., the fact that in a loaded +Thackoff

network a node may spend more time in a given state tha

anticipated. transmitpkt — This state is entered when a successful hand-
In the sequel, we derive the transition structure for thehake has been completed. A data packet is then transmitted

semi-Markov model. The model has seven states and sixtéélfl an ACK received. Two events are possible here, i.e.,

Fig. 12. Transition diagram of the semi-Markov model for GeRaF.

N,Tcrs 0 0

transitions, and is depicted in Figure 12. the packet is successfully received with probabify,.., for
transmitRTS — This state corresponds to a node which ha¥hich

- ) ) Tp Tacx 0 0
decided to start a handshake and sends an RTS, i.e., medium Tack 0 0 Ty

sensing has been successfully performed.
The possible transitions in this case are the following. witd"d Which leads to theleep state; or, the packet is corrupted
probability 1 — e~€M | there is a relay available, the noddVith probability 1 — Pyyc., for which
receiv_es a CTS and enters thansmitpktstate. Given that ( Tp 0 Tack Toackof )
there is at least one active user in the relay area, the average Tacx O 0 Toackors + T

time to solve the contention (in number of CTS slots) is glvee'i]nd which leads tpacketreadysince a new attempt needs to
asc = xy + =1, where

be scheduled.
Nyl [ packelt(ready; f'I'his state correspﬁnds to the I(node having
—emy -1 s Y . a packet ready for transmission. The action taken is sensin
wo = (1—e7¢M) Z He M (et (3D) thg channel. I); the channel is sensed idle ®¢,sing, @ ]
transition occurs to stateansmitRTS, otherwise, the node
eturns inpacketready after some backoff time with average
backoff- L€t Pig. be the probability that the channel is
sensed idle. Then, with probabilit);;. there is a transition
to transmitRTS with times

i=0 \j=1

is the average number of empty CTS slots (no relays in t
corresponding area), and

x] = (1 _efEM)—1 Ni_:l ﬁeij i%sk ( 0 0 Tsensing O >
1=0 j=1 k=1 k' 0 0 Tsensing 0

. ~ (32) whereas with probabilityl — P,y there is a transition to
is the average number of CTS slots from the one in which ghcketreadywith times
least one CTS is sent to when the collision is resolved (i.e., a
single CTS is senf). < 8 8 ;sensing gbackoff )
The radio on the data channel is always on, transmitting one sensing  =backoff
RTS andz — 1 CTS replies, receiving; CTSs, and listening *°Note that the actual number of CTSs which the transmitter receives
may be less thamr;, since some of the CTS slots during the resolution
of a contention may be empty. What we consider here is a conservative
%In this section we specifically usk; to denote the average number ofapproximation, which may be expected to be very tight since the power for

nodes inA;, so that the analysis applies to the case in which the prioriteceive and listen is almost the same and, in addition, as shown in Section 5,
regions are generally defined. the contribution of this transition is small.
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Note that the evaluation of,;. is not easy since the and to stateseceiveRTSand packetready with probabilities
medium is sensed busy if any node is transmitting withif (l—e” " *070) g 1—8’;13””, respectively, and times
range, as well as if any node is sending the busy tone in
response to transmissions by other nodes (which need not be ( 0 0 =z O >
within range of the node considered). Notice that a node will 0 00 =z
be affected by any transmission which started Ut 4ex
earlier, whereT'pat 4., iS the total time for a data transfer
from RTS to ACK. The area in which these data exchang
may affect our node is at least one coverage circle around

receiveRTS — In this state, after having sensed the start of
a RTS, the node receives it. If the node belongs to the relay
Fea for the corresponding packet, it contends for being a relay,

) . erwise it goes back to sleep. The following events need to
node (transmitters are directly heard on the data channel) %considered: 1. the node is not in the relay area: 2. the node

at most a circle with twice the radius (where transmitters MY the relay area but drops out before it sends a CTS; 3. the
trigger busy tones in the coverage area of our node). Thereforggde is in the relay area, sends a CTS and loses the cé)llision'

—4ANT,] ex : —ANT, ex
\_’I_Vﬁeggnbgiﬁ dtshibave beL)e:AnT;ounScj tFC))ldlbee Sti it in ;;Tzaées4b he node is in the relay area, sends a CTS and is the winner.
9 he node is not in the relay area with probability- £. In

Interest. this case, the only time involved is receiving the RTS. Note

sle_ep - In th'$ state, both radios are turned off. The state tiat while receiving the RTS the node transmits the busy tone
exited when either a new packet is generated by the node_qr

. ) ofl the busy tone frequency.
the node is scheduled .to wake up/\llfs the packet arrival rate Conditioned on the node being in the relay area, the
at each node, aritl.., is the sleep time (assumed constant),

e ! . _ ﬁ‘robability that the node is id; is proportional to the area
transition topacketreadyoccurs with probability —e=?Tsteer, of A;. Let !

with times
. . fA;
( 000 =z ) b; = P[node in4;|node in relay arda= w (35)
0 0 0 =z relay area
where Sl
_ 1 Tsleep 33 i
=N T ATareer — 1 (33) ¢; = P[node inA;,j =1,...,inode in relay arda= ij
=1
is the average time to the next packet arrival given that ! (36)

it arrives before sleeping time expires. The other possibleThe node is in the relay area but drops out in let before
transition exiting stateleep is to statelisten (corresponding sending a CTS if there arieempty CTS slots, théi + 1)-st is
to no packet arrivals at the node throughout the sleepingt empty and the node is id,,, m > i + 1. The probability
period), with probabilitye=*7stc<» and times of this event is

0 0 0 Tsleep : . ;
(0 00 Tslee,,> E(IIe™ | t=—e*) (1 =cin) (37)
j=1

listen — In this state, the node monitors the data channel.slf that the average probability that a node drops out is
no activity is detected (i.e., no RTS is started) and no packec% gep y P

is locally generated, the node goes back to sleep &fier Ny—1 i

otherwise it takes the appropriate actions. The rate at which p; = ¢ Z (1 —¢iz1) H e™™ | (1—e 1) (38)
new packets are generated by the node itse¥ iwhereas the i=0 j=1

rate at which RTSs are generated by nodes within coverage . . .
of the listening node iS\N. Therefore, the rate at which the d the conditional average number of slots involved is
listening period is interrupted is(N +1). The average time to Np—1 i

the next packet arrival at any of the nodes in range (included, = ﬁ Z (1—cip1) H e~ N (1 _ e—Ai+1) (i+1)
the node itself), given that one such packet arrives before Pa =5 j=1

listening time expires is given by (39)
Note that the node never transmits a CTS in any of these slots.
r = 1 — Tr (34) The node is in the relay area, sends a CTS in&leol and
AN +1)  eANVEDTE — loses the collision if there aré empty CTS slots, the node

The probabilities that this packet arrival occurs at the nod§'€CtS slot + 1, otherk nodes select slat+ 1, and one of
or at one of its neighbors are/(N + 1) and N/(N + 1), them is the winner. The probability of this event is found as
respectively. i

The possible transitions are therefore to stsitsep with ¢ H Sl
probability e~V +17Te and times Jaiey

ef)\iJrl Aﬁrl k
k! k+1

(40)

0 0 Tp O in which we exploited the fact that any of tle- 1 contending
0 0 0 T users has the same probability of being the winner. The
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probability that the node loses the contention is therefore  Of the four events above, the first three lead to sheep
state. The corresponding probability jg + p; + (1 — &),

_ planey SN e NP Lk the conditional average number of slots in which the node
po= ¢ 2; 1_[1 € i+l kzo k! k+1 certainly does not transmit a CTS is bounded by
1= = =
No—1 [ ; , PdTd + PiTio
P 1 — e i+t rg = ——m—mMmM———— 48
= > [ [Ie ] bin (1 - ;7> (41) T it +(1-9) (48)
i=0 \j=1 i+l

and the conditional average number of slots in which the node
and the conditional average number of slots involved imay transmit a CTS is bounded by
bounded byz; = x;9 + x;1, with

piri
; T = —— = (49)
¢ Np—1 [ N 1— e X1\ pa+p+(1-8)
1‘[0:—2 HE_J bi+1<1—7>1 ( ) . . 3 .
poims \Ga Ait1 (Note that if the node is not in the relay area, it drops out
immediately.) The time for this transition is therefore
Np—1 i 00N k
T = £ Z H e N | by Z ¢ ;)‘i“ I;:'“J’ll 1 Tors Trrs +2Tcrsr 0 zolcrs
i=0 \j=1 k=0 ' + Trrs + zTcrsy 0 0 T
(43) +zoTcTs niers

wheres,, is the average time to solve a collision involvikg
nodes, and is an upper bound here since the node drops QHbkre s — Lo + 1.
before the collision is resolved. Note thap is the average o, the other hand, if the node wins the contention, it will

number of slots in which the node certainly does not transn&ig to statereceivepkt, with probability p,, and time
a CTS, whereas;; is the average number of slots in which v

the nodemaytransmit a CTS (during collision resolution, the zwiTors Trrs + zwTcersr 0 zwolcTs
node may decide not to transmit).

The node is in the relay area, sends a CTS inistot and
wins the collision if there aré empty CTS slots, the node
selects slot + 1, otherk nodes select slat+ 1, and our node
is the winner. As before, the probability of this event is foun
as

Trrs + zwloTsr
0 0 zuw1T
+zwoTcrs Lhers
herez, = 240 + Zw1-
In the above expressions, we assumed that the busy tone
i VY starts being active when the RTS starts and is kept active until
N | p & i1 1 44) the node drops out or wins the contention, with the exception
£ € i+1 | ( ) . . . . . e .
e} k k+1 of the time during which the data radio is transmitting (i.e.,

. ) o when the node sends CTSSs).
The probability that the node wins the contention is thereforeAS a final remark, note that we are ignoring here the

No—1 [ 00 o Air1 \k 1 transition from statereceiveRTSo. listen V\_/hich corres_ponds
Po = & Z H e | by Z ' it1 to the event “no RTS detected” in the diagram of Figure 12,
=0 \j—1 =0 k k+1 since we assume that once the start of an RTS is detected, the
; message is in fact an RTS, so the probability of the event “no

N,—1
L4 . 1 — e i+t n ]
e (TLe™ | b ( > (45) RTS detected” is zero
=0 j=1

Ait1 receivepkt— In this state, a node receives a data packet while
B . transmitting the busy tone. With probabilifys,.. this packet
and the conditional average number of slots involved {gansmission will be correct and the node will transition to

bounded byz,, = w0 + Tw1, Where statepacketready with times
N,—1 i
é. P . (1 _ e)\i+1> ) ( TACK TD 0 0 >
Tuo == Y e b (=)0 46

' whereas with probabilityl — P,.. this packet transmission
A 3 i H VY i D VI W@II be corrupted, the node will go back to sleep qqd no ACK
wl = i+l k! E+1 will be generated, which corresponds to a transition to state
k=0 sleep with times

(47)
As before,z, is the average number of slots in which the 0 Tp 0 0
node certainly does not transmit a CTS, wheregs is the < T, 0 0 0 >

average number of slots in which the nodey transmit a

CTS (during collision resolution, the node may decide not fdote that in the above we assumed that a node which correctly
transmit, and can still continue and be the winner if no otheeceives a packet will immediately try to forward it, i.e., a
nodes transmit). correct packet reception leads to stptcketready.
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A. Performance analysis )

10

From the transition structure developed above, it is possibcl>e ;
to find many metrics of interest. In particular, it is possiblg! ;.. e
to assign to each transition an average energy cost, by appi’o-
priately weighing the average times the two radios spend h
the different functions. By doing so, it is possible to find th&
average energy consumption by using the theory or renevial )
reward processes [13]. Note that in the above analysis t@e10
amounts of time either radio spends in each state are separafely |
accounted, so that it would be straightforward to considéz; 10° ¢ 3
different power consumptions among the different modes &f i
operation and between the two radios. £

It is also possible to find the average latency, defined as the 7
time from when a packet is generated to when the successfuhg* L L w L
transmission of the packet starts. In this case, the latency is 1° 10 10 10
given by the first passage time from stagcketreadyto state
sleep, minus(Tp + T'ac k). The first passage time from staterig. 13. Normalized average energy consumptiop, vs. duty cycle.
i to statej of a semi-Markov chainaij, can be found by Simple analysis and semi-Markov model compardd= 5, network load
solving the following set of equations [13]: 0-01.

0;j =i + Z P;,.0,; (50)
r#j

for all statesi, wherer; is the average time spent in state i
when it is entered! and P;; are the transition probabilities g ;o |
of the embedded Markov chain. § g
Similarly, it is possible to find the average energy coss
of correctly delivering a packet by finding the “first passag&
time” from statepacketreadyto statesleep, where instead of %
the actual time metrics, we use on each transition the energ;y10
metrics. £
Example results from this analysis are plotted in Figs. 1% 10°
and 14 where the normalized energy consumption from tfe i
simplified analysis and that from the semi-Markov model are 10"'10. 3 2 G 0
compared. Although for low duty cycles the behavior may
be significantly different when the network is not dense, the
simplified analysis can accurately predict the behavior inFg- 14. Normalized average energy consumptiop, vs. duty cycle.
large fraction of the range and, more importantly, it accurate; ';ijfof.nalys's and semi-Markov model comparéd.= 50, network
predicts the location of the minimum, i.e., the valuedgf:
given above is in fact accurate in all cases, as also confirmed

by our other extensive evaluations not shown here due to space i i ,
constraints. single node while essentially assuming that all other nodes

Similarly, a semi-Markov model can be developed fopperate in steady-state. In order to further verify that the

STEM as well. Note that the more complicated part of thgSIgnts provided by our analysis are correct, we set up a
iﬁnulation program (written in C++) which implements all

above analysis is the one due to the CTS contention, whil?q details of th 4 MAC and di hani
is not part of STEM. The resulting analysis is therefore mudh€ detalls of the propose and forwarding mechanisms.
particular, the simulation takes correctly into account all

simpler for STEM than it is for GeRaF, and is not pursueﬁ1 )
here due to space constraints. interactions among nodes (e.g., backoff effects). On the other

hand, in order to first focus on the effects of the detailed MAC
mechanisms, the radio modeling is still limited to circular
coverage areas. The simulated scenario consists of a square
In the previous section, we have provided some validation afea in which nodes are uniformly distributed. In order to
the simple analysis by means of a more sophisticated modekerve multihop behavior, we set the side of the square to
which takes into account the actual time a node spendsdight times the coverage radius (in the simulation we used a
any given state. On the other hand, the semi-Markov analygi® x 400 meter area and a coverage radius of 50 m). The
is itself not exact, since it focuses on the behavior of umber of nodes is then chosen based on the valug’ of
s , . _ _ selected. The data rate is 19.2 kbps, the data packet is 1000
This time is computed for each statdy taking the time matrices for all

outgoing transitions, averaging them with respect to all possible destinatiopéts and all signaling p‘_"‘Cke_tS_are 100 bits. In view Of_the_ lF’W
and taking the sum of either row [13]. data rate, the sensing time is ignored. The relay area is divided
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in four regions as detailed in the protocol description.

While we defer a detailed simulation study of the protocol, ,,
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provide some preliminary results to show that the performance
results predicted by our analytical approach are confirmed by
simulation points. Figures 15 and 16 report the normalized
energy consumption of GeRakjy, as a function of the
network load, A\NTp, for two different network densities,

N =5 and N = 50, and for two values of the duty cycle,

d = 0.01 and 0.1. The curves shown are obtained by both
analytical approaches presented in this paper, and simulation
points are included!? From these figures we can observe
that, as already pointed out, the simple analytical model may
significantly overestimate the energy consumption for sparse
networks, while on the other hand the more detailed semi-
Markov model closely matches the simulation points, and
correctly predicts the network behavior in the whole range
of parameters presented. The latency results of Figure 17 for
N =50 and ford = 0.01 and 0.1 also show that the analytical
approaches identify the right trend. These results show the
accuracy of the semi-Markov analysis, and help in determining
where the simplified analysis (which makes it possible to write
closed-form expressions) can be applied.

A detailed simulation campaign is needed in order to verify
the sensitivity of the system behavior with respect to the fine
details of the protocol, as well as to understand the protocol
behavior in extreme situations (e.g., very sparse networks or
very high load) where the analysis may become less accurate.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we considered a novel forwarding technique
based on geographical location of the nodes involved and
random selection of the relaying node via contention among
receivers. A collision avoidance scheme based on the idea
of geographic random forwarding was proposed, and an ap-
proximate analysis of its energy and latency performance
was provided. The proposed scheme was compared with
STEM, and was shown to perform significantly better for
sufficient node density. Optimization of the duty cycle for
the two schemes was performed, and the obtained optimized
performance results were compared. Finally, a more accurate
analysis via an elaborate semi-Markov model for the sensor
node evolution was proposed and both analytical approaches
were validated by means of simulations.

Future work involves several refinements and extensions of
the above work, as well as validation of the analytical results
by more comprehensive simulations where the simplifying
assumptions employed in the analysis are relaxed and more
realistic channel models are considered. In particular, issues
which should be considered are the development of a semi-
Markov model for STEM, the consideration of various other
metrics, the coupling of the energy-latency analysis with the
multihop scenario, and the effect of different traffic models,
e.g., when packets are generated in bursts or by nodes which
are in the same geographical area.

The results shown are those obtained from single simulation runs. The

which can be expected to reveal many aspects of the protogQfisiicar significance has been checked by observing that simulations with
details which cannot be studied by analysis, in this section wi@erent seeds provide essentially the same results.
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