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Fig. 5: Time sequence of photoreceptor responses in the left retina during a saccadic eye movement that foveates and tracks a
moving white ball — (a) at time t0 the ball enters the visual periphery, (b) at t1 the eye movement is bringing the ball towards
the foveal region, (c) at time t2 the moving ball is centering within the foveal region, (d) at time t3 the ball is foveated/tracked.
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Fig. 6: Simulation of saccadic eye movement dynamics driven by the oculomotor DNNs. Eye movement (red trace) from one
gaze direction to the next (blue rays) is triggered by sudden transitions of the visual target (white ball).

complexes. Fig. 4 illustrates the neuromuscular motor controller
architecture, which is comprised of a voluntary motor DNN
and a reflex motor DNN (c.f. [28]), both of which are fully-
connected, feedforward DNNs that produce muscle activation
adjustment signals, ∆a. The muscle activation a feedback
loop makes the neuromuscular controllers recurrent networks.
The voluntary motor DNNs, numbered 11–18 in Fig. 1, are
discussed in Sections III-B1 to III-B4, and the reflex motor
DNNs, numbered 19–24, are discussed in Section III-B5.
The oculomotor controllers, DNNs 11–12, do not require
stabilization from reflex motor DNNs.

A. Vision Subsystem DNNs

1) Foveation DNNs (1,2): The first role of the left and
right foveation DNNs is to drive saccadic eye movements that
alter the gaze directions in order to foveate visible objects of
interest, thereby observing them with maximal visual acuity, as
illustrated in Fig. 5 for a white ball in motion that enters the
field of view stimulating a number of peripheral photoreceptors
on the retina. The eye performs a rapid saccadic rotation to
foveate the visual target, as shown in Fig. 6. Fine adjustments
comparable to microsaccades are observed during fixation,
which is followed by smooth pursuit eye movement as the
foveated target moves.

The second role of the foveation DNNs is to control head
and torso movements to facilitate fixation and visual tracking.
This is accomplished simply by driving the cervicocephalic
and torso neuromuscular motor controllers (DNNs 13,19,14,20
in Fig. 1i,j) with the averaged outputs of the foveation DNNs.
The dynamic head and torso movements are thus coupled to
eye movements induced by visual attention.

As Fig. 3b reveals, the input layer of a foveation DNN
comprises 43,200 units, to accommodate the dimensionality of
the ONV, the output layer has 2 units, ∆ = [∆θ,∆φ]T , and
there are six hidden layers. Our humanoid trains its foveation

networks, as follows: A white ball is presented within the visual
field. By raytracing the 3D scene from the perspective of the
eye, the photoreceptors on its retina are stimulated and their
RGB components comprise the ONV input to the network. The
desired output of a foveation DNN is the angular differences
∆ between the actual gaze directions of the eyes and the
known gaze directions that would foveate the ball. Repeatedly
positioning the visual target at random locations in the visual
field synthesizes a large training dataset of 1M input-output
pairs offline. The backpropagation-trained DNN serves as an
online foveation controller.

2) Limb Vision DNNs (3–10): The role of the left and right
limb (arm and leg) vision DNNs is to estimate the separation
in 3D space between the position of the end effector (hand
or foot) and the position of a visual target, thus driving the
associated limb motor DNN to extend the limb in order to
touch the target.

The architecture of the limb vision DNNs (Fig. 3c) is
identical to the foveation DNNs except for the size of the
output layer, which has 3 units ∆ = [∆x,∆y,∆z]T , to encode
the estimated discrepancy between the 3D positions of the end
effector and the visual target.

Our humanoid trains its four limb vision DNNs, as follows:
A ball is presented in the visual field and the trained foveation
DNNs foveate the visual target. Then, a limb (arm or leg) is
extended towards the ball. The retinal photoreceptors in the
eyes are stimulated and the visual stimuli are presented as
the RGB components of the ONVs. Given its ONV input, the
desired output of a limb vision DNN is the 3D discrepancy ∆
between the known 3D positions of the end effector and visual
target. Repeatedly placing the ball at random positions in the
visual field and articulating the limb to reach for it in space, a
large training dataset of 1M input-output pairs is synthesized
offline. The backpropagation-trained DNN serves as an online
limb vision controller.
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B. Motor Subsystem DNNs

1) Oculomotor DNNs (11–12): For the oculomotor DNN
controllers (Fig. 3d), the input layer consists of 8 units, 2 units
for the angular discrepancies ∆ = [∆θ, ∆φ]T to the visual
target and n = 6 units for the activations a = [a1, . . . , an]T ,
of the six extraocular muscles. The output layer consists of
6 units providing the muscle activation adjustments ∆a =
[∆a1, . . . ,∆an]T . Each of the six hidden layers contains 300
units.

To train the DNNs, our biomechanical humanoid synthesizes
training data as follows: Specifying a target orientation for
the eye yields angular discrepancies between it and the
current eye orientation. With the angular discrepancies ∆
and current extraocular muscle activations a as input, the
biomechanical eye model computes inverse dynamics with
minimal effort optimization of the muscles. This determines
muscle activation adjustments ∆a that incrementally reduce
the angular discrepancies and serve as the desired output of
the oculomotor DNN. Repeatedly specifying random target eye
orientations, a large training dataset of 1M input-output pairs
was synthesized offline. The backpropagation-trained DNN
serves as online oculomotor controllers.

2) Cervicocephalic Voluntary Motor DNN (13): Similarly,
the input layer of the cervicocephalic voluntary motor DNN
(Fig. 3d) consists of 218 units, 2 units for the head pose target
discrepancy angles ∆ = [∆θ,∆φ]T and n = 216 units for
the activations a, of the 216 muscles of the cervicocephalic
musculoskeletal complex. The output layer consists of 216
units providing the muscle activation adjustments ∆av . Each
of the six hidden layers contains 300 units.

To train the DNN, our biomechanical humanoid synthesizes
training data as follows: Specifying a target orientation for
the head yields angular discrepancies between it and the
current head orientation. With the angular discrepancies ∆
and current neck muscle activations a as input, our humanoid
computes inverse kinematics (IK), inverse dynamics (ID),
and muscle optimization (MO).6 This determines muscle
activation adjustments ∆av that incrementally reduce the
angular discrepancies and serve as the desired output of the
cervicocephalic DNN. Repeatedly specifying random angular
discrepancies, a training set of 1M input-output training pairs
was synthesized offline. The backpropagation-trained DNN
serves in the online cervicocephalic neuromuscular motor
controller.

3) Core Voluntary Motor DNN (14): The core neuromus-
cular controller voluntary motor DNN (Fig. 3d) is architected
identically to the cervicocephalic DNN, except for the size of
the input and output layers. The input layer consists of 446
units that comprise 3 units for the T1 vertebra target angular
discrepancies ∆ = [∆α,∆β,∆γ]T and n = 443 units for
the activations a of the muscles of the torso musculoskeletal
complex. The output layer consists of 443 units providing

6More specifically, given ∆, IK yields the desired change of each of the
vertebra joint angles using a quadratic programming solver, and the required
joint accelerations are computed to obtain the desired angular modification
within a specified time. Then, ID determines the desired joint torques to
achieve the desired joint accelerations. Finally, the MO computation provides
muscle activations that can produce the desired joint torques.

the muscle activation adjustments ∆av . The training proceeds
similarly to that for the cervicocephalic voluntary motor DNN,
but see Section III-B6.

4) Limb Voluntary Motor DNNs (15–18): The input layer
of the limb voluntary motor DNNs (Fig. 3e) consists of 3 units
that specify ∆ = [∆x, ∆y, ∆z]T , the estimated discrepancy
between the 3D positions of the end effector and a specified
target position, as well as the current activations a of the
n = 29 arm muscles or those of the n = 39 leg muscles. The
output layer consists of equal numbers of units that encode the
muscle activation adjustments ∆av .

To train the DNNs, our biomechanical humanoid again syn-
thesizes training data: Specifying a target position, determines
the discrepancy between it and the end effector (hand or foot).
Given the discrepancy ∆ and current muscle activations a
as the input, the desired output of the network is the muscle
activation adjustments ∆av , which are again computed through
IK followed by ID and MO of the limb muscles. Repeatedly
specifying random target positions, a large training dataset
of 1M input-output training pairs was synthesized offline.
The backpropagation-trained DNNs serve in the limb online
neuromuscular motor controllers.

5) Reflex Motor DNNs (19–24): Fig. 3f illustrates the
architecture of the 6 reflex motor DNNs. They are identical,
except for the sizes of their input and output layers, which are
determined by the number n of muscles in the associated muscu-
loskeletal complex. The input layer consists of 2n units, which
represent the change in muscle strains ∆e = [∆e1, . . . ,∆en]T

and strain rates ∆ė = [∆ė1, . . . ,∆ėn]T . Like the voluntary
motor DNNs, the networks have six hidden layers with 300
units each. The output layer consists of n units providing
muscle activation adjustments ∆ar, which then additively
modify the muscle activations.

Training data for the reflex motor DNNs are computed
offline simultaneously with the associated voluntary motor
DNN training data synthesis. The input discrepancies in muscle
strains ∆e and strain rates ∆ė, are computed after the IK phase,
and the desired ∆ar output is computed as a proportional-
derivative (PD) controller. Because this computation is on a
per-muscle basis, the ID and MO phases are unnecessary. The
backpropagation-trained reflex motor DNNs serve in the online
neuromuscular motor controllers.

6) Core Training: Going beyond the independent training of
the five decoupled extremities in our preliminary biomechanical
musculoskeletal model [18], which lacked a functional torso,
the six musculoskeletal complexes (torso and extremities) must
be regarded a unified whole in order to properly train the core
neuromuscular motor controller of the torso musculoskeletal
complex. This is because the articulated biomechanical skeletal
structure remains connected when in motion and each of the
musculoskeletal complexes of the extremities include multiple
significant muscles that attach to major bones in the torso.
Hence, during torso training data synthesis, random muscle-
actuated motions of the extremities are induced, including head
turning, arm reaching, and leg squatting, such that forces from
the extremities propagate to the torso. Furthermore, if the center
of pressure approaches the boundary of the support polygon
determined by the feet, the biomechanical model is reset to an
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(a) Golf putting (b) Balanced, ready stance
I

(c) Springing left
I

(d) Leaping right

Fig. 7: Our autonomous humanoid engaged in sports activities. (a) A frame from a simulated golf putting scenario. Holding
the club in a “preacher” grip, the golfer steps forward and putts the ball into the hole. (b)–(d) A sequence of frames from a
simulated soccer goaltending scenario. The goaltender observes the ball’s trajectory, reaching out with its arms and leaping
toward the ball as necessary in order to deflect it from the goal.

upright posture and data synthesis is restarted, thus training
the core controller to maintain a balanced bipedal stance.7

IV. SIMULATION RESULTS

Fig. 7 shows our autonomous humanoid with its visuomotor
control system engaged in two sports activities—golf and
soccer.8 These were chosen to confirm that our humanoid can
be dynamically controlled by its properly trained visuomotor
system, while maintaining a balanced bipedal stance and
demonstrating voluntary movement throughout its entire body,
which was impossible for our earlier, constrained model [18].

Afforded binocular vision by virtue of its functional eyes
as well as motor control to support the mass of its body and
balance in gravity, our virtual golfer, shown in Fig. 7a, steps
into position holding the putter with a “preacher” grip and putts
the ball into the hole. As shown in Fig. 7b–d, balancing its
body in an upright ready stance, our virtual soccer goaltender
successfully observes a moving visual target, the incoming
(massless) ball. Under neuromuscular oculomotor control, its
eyes persistently track incoming soccer balls by making rapid,
saccadic foveation and smooth pursuit eye movements, which in
turn drive more sluggish (due to the greater masses involved)
cervicocephalic and torso movements under neuromuscular
musculoskeletal motor control. The goaltender’s eyes track the
moving ball while its head and body are in motion, which
demonstrates Vestibulo-Ocular Reflex (VOR). Thus, by virtue
of all its trained neuromuscular motor controllers operating in
concert, our virtual goaltender controls its arms, and legs to
reach out and even leap at approaching balls to deflect them
from the goal.

Appendix A provides additional details regarding the control
policies for the foregoing demonstrations.

7The entire biomechanical body must be simulated during offline training
data synthesis for the core neuromuscular motor controller; thus, on an Intel
Xeon E5-1650 v4 3.60 MHz CPU, 8.7 s on average are required to compute each
input-output training pair for its voluntary motor DNN and an additional 0.3 s
for its reflex motor DNN. By comparison, the neuromuscular motor controllers
of the extremities are trained independently; thus, for the cervicocephalic
controller, the respective times are 17 ms and 2 ms, and for all four limb
controllers, they are 4 ms and 1 ms. (Note that for the oculomotor controller,
offline training data synthesis requires approximately 0.1 s per input-output pair
on an Intel Core i7-6700 3.4 GHz CPU.) Online, the trained neuromuscular
motor controllers compute muscle activations rapidly—the core controller in
2.8 ms, the cervicocephalic controller in 2.2 ms, and the limb controllers in
0.7 ms on the Xeon CPU.

8We refer the reader to our demonstration video.

V. CONCLUSIONS

We have presented a sophisticated simulation framework
for exploring anthropomimetic visuomotor control. Our frame-
work is unique in that it features an anatomically accurate,
biomechanically simulated humanoid whose realistic skeleton
is actuated by a full complement of contractile skeletal
muscles. Furthermore, our model includes a pair of human-like
eyes, each with a foveated retina accommodating numerous
photoreceptors, as well as a functional cornea, iris sphincter,
and deformable lens, which can adapt to illumination and
achieve focus. Note that our model is a more complete version
of the one presented in [18], which lacked a functional torso
(immobilized lumbar and thoracic spine and pelvis) and utilized
a simplistic eye model (kinematic, non-biomechanical eye
movements and pinhole aperture).

Our elaborate anthropomimetic visuomotor system comprises
a sizable collection of deep neuromuscular motor controllers
and vision controllers. We have successfully demonstrated
its robust performance in task scenarios that simultaneously
involve eye movement control for saccadic foveation and
smooth pursuit of visual targets in conjunction with appropriate
dynamic head and torso motion control, plus visually-guided
dynamic limb control producing natural arm and leg extension
actions that enable the humanoid to intercept moving target
objects and perform other sports actions. Our model is also
capable of performing balanced stepping maneuvers, but
continuous bipedal locomotion is best actuated and controlled
by incorporating low-level Central Pattern Generator (CPG)
neural circuits to produce rhythmic muscle activations [29].

In particular, our humanoid’s biomimetic eyes and visuomo-
tor system make it possible to autonomously synthesize natural
head-eye behavior for robots. This is important for two reasons.
First, because our muscle-actuated biomechanical eye models
produce appropriate saccades and smooth pursuit movements,
they automatically gaze at and track moving objects of interest,
which provides humanoid robots active perception of the
environment and goal-directed visual information suitable for
taking appropriate actions. Second, this meets the expectations
of people who interact with a robot, as eye and head behaviors
are perhaps those most critical to human sensitivities. Among
its many potential uses, our model promises to be valuable
in human visual attention research, a topic that we wish to
explore in future work. For this, as well as for other types of
visual processing, such as binocular stereopsis, we will want
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to increase the number of photoreceptors, experiment with
other nonuniform photoreceptor distributions, and automatically
construct 2D retinotopic maps from the 1D ONV inputs.

Our visuomotor control system should, in principle, be
transplantable into an anthropomorphic physical robotic system,
were a compatible one available. However, building one would
involve continuing research across multiple fields including
materials science to create more highly biomimetic muscle
actuators [7] and sensing technologies to create eye-like,
foveated imaging devices [14], [15]. Although these are
ambitious goals, our work reaffirms that they have great
potential.

APPENDIX A
CONTROL POLICIES

a) Golfing: We set “ideal” lower-body postures for three
states (standing, stepping, and putting). Transitional movements
between the states are generated naturally by the trained
neuromuscular motor controllers. The control objective for
the torso is to keep the body upright (with some natural
forward-leaning angles) and balanced, as the center of pressure
is monitored during the training of the core controller. The
objective for the arms is to grip the club in the initial putting
posture, and then swing back to a desired position. The
objective for the eyes is to foveate the golf ball, and the
cervicocephalic controller induces the head to follow the eye
movement.

b) Soccer: The policies for the eye, cervicocephalic, and
torso neuromuscular motor controllers are the same as for
golfing. The objective for both arms is to reach a incoming
ball observed by the eyes. Initially, the knees are slightly bent
in the natural preparatory stance of a goaltender ready for fast
reaction. When the eyes detect a ball approaching on one side of
the body, the opposite-side leg neuromuscular motor controller
triggers a rapid leg extension. This, in conjunction with the
momentum of arm extensions generates leaping movements
toward the incoming ball.

Learning higher-level control policies for performing optimal
sports movements, possibly through reinforcement learning, is
a good topic for future work.
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