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Figure 1: Our biomechanical system comprises a skeleton, muscles, neural control system, and expressive face.

Abstract

Unlike the human face, the neck has been largely overlooked in the
computer graphics literature, this despite its complex anatomical
structure and the important role that it plays in supporting the head
in balance while generating the controlled head movements that are
essential to so many aspects of human behavior. This paper makes
two major contributions. First, we introduce a biomechanical model
of the human head-neck system. Emulating the relevant anatomy,
our model is characterized by appropriate kinematic redundancy (7
cervical vertebrae coupled by 3-DOF joints) and muscle actuator
redundancy (72 neck muscles arranged in 3 muscle layers). This
anatomically consistent biomechanical model confronts us with a
challenging motor control problem, even for the relatively simple
task of balancing the mass of the head in gravity atop the cervical
spine. Hence, our second contribution is a novel neuromuscular
control model for human head animation that emulates the relevant
biological motor control mechanisms. Incorporating low-level re-

ex and high-level voluntary sub-controllers, our hierarchical con-
troller provides input motor signals to the numerous muscle actua-
tors. In addition to head pose and movement, it controls the tone of
mutually opposed neck muscles to regulate the stiffness of the head-
neck multibody system. Employing machine learning techniques,
the neural networks within our neuromuscular controller are trained
of ine to ef ciently generate the online pose and tone control sig-
nals necessary to synthesize a variety of autonomous movements
for the behavioral animation of the human head and face.
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1 Introduction

Biomechanics-based animation research continues to expand its
horizons. In the important area of human modeling, substantial
effort has been devoted to the physical simulation and control of
complete anthropomorphic gures (see, e.g., [Faloutsos et al. 2001;
Hodgins et al. 1995]). In an effort to improve realism, researchers
have also been developing increasingly sophisticated biomechan-
ical models of individual body parts, such as hands [Tsang et al.
2005; Albrecht et al. 2003], torsos [Zordan et al. 2004], and es-
pecially faces [Sifakis et al. 2005; Kahler et al. 2001; Lee et al.
1995]. Pacing this progress, multiple efforts have been directed at
the modeling of individual muscles [Irving et al. 2004; Ng-Thow-
Hing 2001; Chen and Zeltzer 1992], the preferred class of actuators
for use in biomechanical modeling.

Given the voluminous literature on human body and facial mod-
eling, it is surprising that the neck has been largely overlooked in
computer graphics. This may be due in part to the complexity of
cervical anatomy and biomechanics. Yet the realistic modeling of
the neck is a signi cant problem in human animation, because the
neck determines the global movement of the head and face relative
to the body. Indeed, the neck plays a crucial role in supporting the
mass of the head, balanced in gravity, atop the cervical spine while
generating the controlled head movements that are essential to so
many aspects of human behavior.

In this paper, we introduce the rst biomechanical model of the
human head-neck musculoskeletal system for computer animation.
In particular, we model the head and each vertebra in the cervical
spine as a dynamic rigid body with appropriate mass distribution
and three rotational degrees of freedom (DOF), coupling the bones
with joints to emulate the biological assembly of interest. The re-
sulting articulated multibody system is actuated by contractile mus-
cles. Each actuator is also modeled biomechanically as a simpli ed
Hill-type muscle model, which is frequently used in biomechanics
research. The complexity of the musculoskeletal model, especially
its kinematic and muscular redundancy, which imitates that of its bi-
ological counterpart, confronts us with a challenging control prob-
lem. We believe that the best way to tackle this problem is via an
approach inspired by biological motor control mechanisms, all the
more so because our long-term goal is to create lifelike characters
that are able to synthesize a broad range of human motions. Hence,



our second major contribution in this paper is a novel neuromus-
cular control model for human (head) animation that emulates the
relevant biological motor control mechanisms.

A distinctive feature of the mammalian motor control architecture is
that it is hierarchical [Kandel et al. 2000] multiple neural organs,
such as the cerebral cortex, basal ganglia, cerebellum, and spinal
cord, participate in generating the signals nally transmitted by mo-
tor neurons innervating muscles. This suggests that simple, at con-
trol strategies may be incapable of synthesizing a large repertoire of
human motions. Hence, we take a hierarchical approach, proposing
a bi-level motor control architecture whose lower level corresponds
to re ex (or feedback) control in the human body, and whose upper
level corresponds to voluntary (or feedforward) control. Our hier-
archical head-neck controller provides the inputs to the numerous
muscle actuators necessary to maintain the stability of the cervical
spine and autonomously generate a variety of head movements for
the behavioral animation of the human head and face.

A key technical contribution of this paper is the development of a
voluntary controller that is able to control independently the pose
and tone of the head-neck musculoskeletal system. By tone , we
mean the stiffness or tension of the musculoskeletal system, which
humans can control by coactivating agonist and antagonist muscles.
Our voluntary controller comprises a pose signal generator and a
tone signal generator, the sum of whose outputs yields the volun-
tary, feedforward control signal. Meanwhile, the lower-level, re ex
controller continually monitors the strain and strain rate of each
muscle, generating an involuntary, feedback control signal such that
the muscle can maintain its desired length in the presence of exter-
nal force disturbances.

Our hierarchical control model has additional features of interest.
The computational mechanisms underlying the implementation of
the voluntary controller are arti cial neural networks sustained by
machine learning techniques. Neural networks are trained to gen-
erate the appropriate pose and tone control signals necessary for
the musculoskeletal system model to synthesize a variety of au-
tonomous humanlike movements for the behavioral animation of
the head and face. The training data are precomputed by solving re-
peated optimal control problems. Aside from their structural resem-
blance to biological neural networks, our arti cial neural networks
are ef cient feedforward controllers once trained of ine, they can
do their online jobs orders of magnitude faster than attempting to
solve the corresponding optimal control problems online.

Fig. 1 illustrates our implementation of the above ideas, and more,
as a self-animating virtual human neck, head, and face. In a sim-
ulated physical environment with gravity, our autonomous system
naturally selects, alters, and maintains head pose and gaze direc-
tion, and it can adjust its tone in response to external disturbances.

The remainder of this paper is organized as follows: Section 2 re-
views relevant research in the graphics and biomechanics literature.
Section 3 provides a functional overview of our face-head-neck an-
imation system. Section 4 details our biomechanical musculoskele-
tal model. Section 5 develops our hierarchical, neuromuscular con-
trol framework, including the re ex and voluntary controllers, and
the associated control learning algorithms. Section 6 reports se-
lected results. Section 7 discusses our modeling approach vis-a-vis
alternative schemes. Section 8 presents conclusions and proposes
avenues for future work in our highly fertile domain.

2 Related Work

To our knowledge, there are no prior reports in the computer
graphics literature on the biomechanical modeling and control of

the neck. The closest related effort has been by Monheit and
Badler [1991] who proposed a purely kinematic spine and torso
model, where the total bending angle is distributed to each joint
according to weighting parameters. The neck has been studied
to some extent, however, in the biomechanics and neurophysiol-
ogy literature. Keshner and Peterson [1995] investigated the mul-
tiple neurological mechanisms underlying human head stabiliza-
tion. Vasavada et al. [1998] constructed a 3D human neck muscle
model and measured the moment-generating capacity of each mus-
cle. They visualized human neck motion in their work, but once
again the movement is generated kinematically, with no dynamics.

Chen and Zeltzer [1992] introduced the biomechanical modeling
of muscles for computer animation, modeling muscle tissue with
large nite elements and simulating muscle deformation by apply-
ing a Hill-type force in the muscle. Parametric muscle models have
been proposed that deform geometrically, and they have been used
to simulate skin shape change due to the bulging of underlying mus-
cles using kinematic [Scheepers et al. 1997; Wilhelms and Gelder
1997] and dynamic [Kahler et al. 2001] skin. Recently, more so-
phisticated muscle deformation methods have been proposed, such
as B-spline solids [Ng-Thow-Hing 2001], invertible nite elements
[Irving et al. 2004], and muscle strands [Pai et al. 2005]. We do not
simulate solid muscles in this paper. Our muscle model is strictly a
force generating uniaxial actuator, but it is more complex than those
used by Lee et al. [1995] in their biomechanical face model or by
Tu and Terzopoulos [1994] in their biomechanical sh model.

Albrecht et al. [2003] proposed an anatomy-based hand animation
system where they modeled two types of muscles geometric mus-
cle for simulating muscle deformation and pseudo-muscle for ac-
tuating bones but their controller is manually-tuned. Tsang et
al. [2005] proposed a heuristic technique for solving the necessary
muscle activation to acquire target poses for a muscle-actuated hu-
man hand model.

Komura et al. [2000; 1997] computed optimal feedforward muscle
activation levels given several key poses of human lower extremi-
ties for solving inverse kinematics or physiological retargeting of
the motion. These references and [Tsang et al. 2005] are relevant to
our work in that they perform inverse dynamics to compute neces-
sary muscle activation level for Hill-type muscle models. However,
their controllers are not as comprehensive as ours, inasmuch as they
disregard muscle coactivation and must solve expensive space-time
optimization problems online, making them impractical for inter-
active, autonomous animation. Also [Tsang et al. 2005] and [Ko-
mura et al. 1997] disregard feedback control. It should be noted
that inverse dynamics does not guarantee stability; in fact, inverse
dynamics control without feedback control can easily become un-
stable even under the slightest disturbance.

Not surprisingly, neuromuscular control approaches are common
in the biomechanics literature. With the advent of arti cial neu-
ral networks, researchers have adopted the technique to the study
of human motor learning. For example, Kawato et al. [1987]
constructed a hierarchical neural network that learns inverse dy-
namics of a simple arm model. This forward simulation/learning
model is biomimetic but computationally expensive. Kim and
Hemami [1998] performed a similar study with a simplistic human
head and torso model. In graphics, Yin et al. [2003] brie y men-
tioned the importance of neuromuscular control for animation, but
they performed inverse dynamics analysis of mocap data, and used
this as a feedforward control input. The control scheme itself is es-
sentially computed torque control, a common technique in robotics.
Grzeszczuk et al. [1998] applied arti cial neural networks and the
backpropagation learning algorithm to training feedforward con-
trollers for dynamic objects, among them a locomotion controller
for a biomechanical dolphin model.
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Figure 2: Face-Head-Neck System Architecture.

A unique feature of muscle is that its stiffness increases with in-
creasing neural signal. Consequently, by coactivating agonist and
antagonist muscles, humans and other animals can increase stiff-
ness while maintaining pose. They effectively use such tone control
to mitigate instability under external loads or to increase the accu-
racy of the limbs in motor tasks. It is also well known that coac-
tivation occurs when humans learn new motions. Hogan [1984]
studied tone (a.k.a. impedance) modulation by coactivating ago-
nist and antagonist muscles. In computer animation, Neff and Fi-
ume [2002] proposed a joint-actuated control technique in which
they attached two opposing PD feedback controllers to every joint
of an articulated anthropomorphic gure, controlling the tension
and relaxation of the resulting body motion by modulating the two
proportional feedback gains. Their work falls short of our richly
muscle-actuated model in that it does not include feedforward con-
trol and its joint controllers cannot accurately model the character-
istics and functions of real muscles, especially when these muscles
span multiple joints as many neck muscles do.

3 Neck-Head-Face System Overview

Fig. 2 shows the overall architecture of our head-neck system
model, which comprises the skeleton, muscles, and hierarchical
controller. The voluntary sub-controller generates feedforward and
setpoint control signals: The feedforward signal is generated to at-
tain the desired pose and tone. The setpoint signal speci es the
desired strain and strain rate of each muscle, as well as the mag-
nitude of the feedback gain. Comparing the strain and strain rate
against their desired values, the re ex controller generates a feed-
back signal and adds it to the feedforward signal, thus determining
the activation level of each muscle. Given an input activation signal,
each muscle generates a contraction force depending on its length
and velocity. Finally, the skeleton produces articulated motion in
response to the internal muscle forces and external environmental
forces, such as gravity and applied forces. Physics-based animation
is achieved by numerically integrating the equations of motion of
the biomechanical model through time. Including control computa-
tions, our simulation runs about 10 times slower than real time on a
PC with a 3.2 GHz Mobile Intel Pentium 4 CPU and 1 GB of RAM.

Although this paper does not dwell on facial animation, we have
augmented the realism of our biomechanical head-neck model for
the demonstrations that we present in Section 6 by coupling a
biomechanical face model (the lower right box in Fig. 2) to the
front of the skull as shown in Fig. 1. This expressive, behaviorally-
capable face model [Terzopoulos and Lee 2004] is an improved
version of the second-generation biomechanical model reported in
[Lee et al. 1995]. Conceptually, the face model decomposes hier-
archically into several levels of abstraction related to the (FACS)
control of facial expression, the anatomy of facial muscle struc-
tures, the histology and biomechanics of facial tissues, as well as

[ Bone | Mass [ ks: x,z-axes | ks: y-axis |
Skull T 35 50 25
Cicr] o021 50 70 25 35

Table 1: Physical parameters of the skeleton. The masses are in
kilograms. The ks quantities are in N m=rad. The kq are set to
10% of the corresponding ks. The y axis is in the vertical direction.

facial geometry and appearance. Like our biomechanical model of
the neck, the face model is muscle-driven. Its 44 facial muscles are
arranged in an anatomically consistent manner within the bottom
layer of a synthetic facial soft tissue. The tissue is modeled as a lat-
tice of uniaxial viscoelastic units assembled into multilayered pris-
matic elements with epidermal, dermal, sub-cutaneous fatty tissue,
fascia, and muscle layers. The elements enforce volume preserva-
tion constraints and model contact response against the bone sub-
strate. Expressive facial tissue deformations are animated by nu-
merically simulating the physical response of the element assembly
to the stresses induced by appropriately coordinated facial muscle
contractions. The face simulation runs at real-time, interactive rates
on the aforementioned PC.

4 Musculoskeletal Model

Our musculoskeletal model comprises a model of the skeleton and
a model of the muscles of the neck, which we will describe in turn.

4.1 Skeleton Model

The relevant skeletal structure is modeled as an articulated multi-
body system. It includes a base link, seven cervical bones, C1 C7,
and a skull, as shown in Fig. 3(a). In the human spine, disks are
sandwiched between adjacent vertebrae, allowing 6-DOF motion.
By carefully locating pivot points as in [Kapandji 1974], we sim-
pli ed each joint to a 3-DOF rotational joint. To each joint angle,
we attach a rotational damped spring in order to model the stiffness
of the ligaments and disks, as follows: ts = ks(q Qo) kqa,
where q is the joint angle, qo is the joint angle in the natural, rest
con guration, ks is the spring stiffness, and kq is the damping co-
ef cient. The linear damping increases the stability of the system.
Table 1 speci es the physical parameters of the skeleton.

The equations of motions of the skeletal system are

M(a)g+c(q;q) + Ksa+Kgaq  P(Q)fp = P(a)fc +J(q)Tfe;(1)

where @, g, and g are 24-dimensional vectors containing all the
joint angles (generalized coordinates), the angular velocities, and
the angular accelerations, respectively. Since our muscle model is
massless and purely force-based, the mass of the head is incorpo-
rated into the skull and the mass of the neck is distributed among the
cervical vertebrae. M(q) denotes the inertia matrix of the skeleton.
The vector c(q; q) represents the Coriolis forces, centrifugal forces,
and gravity. The diagonal stiffness Ks and damping Ky matrices are
due to the aforementioned rotational springs. Since the equations of
motion (1) are expressed in joint space, J(q) is the Jacobian matrix
that transforms the external force fe into joint torques. The muscle
forces are divided into passive, elastic forces fp produced by the
muscles’ material properties as they are stretched, and active, con-
tractile forces fc generated by the muscles in response to the neural
control signal. The moment arm matrix P(q) maps muscle forces to
joint torques, and it is computed using the principle of virtual work
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Figure 3: Musculosleletalmodel. (a) The red dots representhe
pivots of the eightjoints of the cervicalcolumn. The pivots of ver-
tebraC2to C7 arein their supportingoones.Geometricmeshdata
wereacquiredfrom www.3dcafe.com.The deepmusclelayer (b),
intermediatemusclelayer (c), and super cial musclelayer (d) of
theneckareshown. Table2 detailsthe musclesandattachments.

[Delp and Loan 1995], as detailedin AppendixA. We compute
g in (1) using Featherstons'dynamicsalgorithmandnumerically
integratethroughtime to obtain g and g usingthe explicit Euler
method.

4.2 Muscular Structure

Therearemorethan20 typesof muscledn theneck,andthereare
mary musclef eachtype. Individual musclesftenhave multiple

originsandinsertions.Sinceit would be dif cult andcomputation-
ally very costlyto modelall themusclesaccuratelywe weremoti-

vatedto reducethenumberof musclesnodeled.In aneffort to min-

imize thetotal numberof actuatorsn thesyntheticmusculoskletal
systemwe rst attemptedo modelonly themajorsuper cial mus-
clesof the neck. We discorvered,however, thateventhoughthese
musclesoutnumberedhetotal numberof degreesof freedomof the

systemthe systemwasuncontrollableapparentlypbecausenostof

themajormusclesspanmultiple bones.The solutionwasto daunt-
lesslyemulatethe considerablenuscularedundang of the tamget

biologicalsystem.

[ Layer | Muscle | #m | Origin / Insertion [ w |

Longuscolli 16 | adjacenwertebrae 1.0
(Lc) (anteriorvertebralbodies)

Deep Erector 16 | adjacenvertebrae 1.0
(E) (behindtrans\ersepro)
Rotator 16 | adjacenvertebrae 1.0
R) (trans\ersepro/ spinouspro)
Scalenusnterior 4 | baseflateral)/ 2.0
(Sa) C5 C3(trans\ersepro)

Inter- Scalenugposterior | 4 base(lateral)/ 2.0

mediate | (Sp) C6 C4 (trans\ersepro)
Spleniuscapitis 4 C7 C5 (spinouspro)/ 2.0
(Sc) skull (superiomuchalline)
Sternomastoid 2 base(sternumy 3.0
(Sm) skull (mastoidpro)

Super Cleidooccipital 2 base(clavicle) / 3.0

cial (Co) skull (superiomuchalline)
Trapezius 8 base(posteriory 3.0
(M C6 C4 C2 (behindspinouspro)

skull (externaloccipital prot)

Table2: Thesubsebf neckmuscleghataremodeledandtheir ori-
gins/insertionsLegend: numberof muscleq#m); strengthweight
factor(w); procesgpro); protuberancéprot).

Consultingreference®n anatomy[Warfel 1985; Kapandji1974],
we incorporated7?2 individual musclesinto the musculoskletal
model,asshavnin Fig. 3(b)—(d). Theneckmusclesarearrangedn

threelayers—deepintermediateandsuper cial. In thedeeplayer
(Fig. 3(b)),thereareatotal of 48 musclesyhichimprove controlla-
bility. Six musclesareattachedicrossachcervicaljoint, suchthat
they cover the 3 DOFsof thejoint. This increasesif not guaran-
teescontrollability andaffordsgreatefreedomto modelthe major
musclesof the intermediateand super cial layers,eachof which

include12 musclesarrangedasshavn in Fig. 3(c) and(d).

Notwithstandingheratherlarge numberof modeledmusclespote
thatwe have disrggardedmary of the musclesof the neck,suchas
the musclesattachedo the hyoid bone,in aneffort to simplify our
model. Table2 detailsthe muscularstructureof our biomechanical
system.

4.3 Hill-T ype Muscle Model

To modeleachmuscleactuatoywe employ apopularmusclemodel
in biomechanicgesearchwhich is known as a Hill-type model.
Good introductionsto this model can be found elsavhere [Ng-
Thow-Hing 2001;WintersandCrago2000]. If we assumehatthe
length of the tendonremainsconstantasthe muscleis stretched,
themuscleforcecomesfrom two sourcesA parallelelement(PE),
which passiely producesa restoringforce fp dueto the material
elasticityof the muscle,anda contractileelement(CE), which ac-
tively generatesa contractileforce fc in responséo excitationfrom
themotorneuronsThetotal muscleforceis: fn= fp+ fc.

ThePEis modeledasa uniaxialexponentialspring:

1) + kyge);

whereks andk; are elastic coefcients, ky is the dampingcoef-
cient e= (I lg)=lp is the strain of the muscle,with | andlg its
lengthandsladc length respectiely, ande= |= is thestrain rate
of the muscle. Since fp is determinedoy the stateof the muscu-
loskeletalsystenratherthanby its neuralactivation, it is nottreated
asacontrolinputin (1).

fp = max(0; ks(exp(kce)



