Abstract—A small program is presented that compares multiple techniques for image segmentation and video contour tracking. The techniques used here are Intelligent Scissors (live wire), Snakes (active contours) using the greedy method, and Snakes using the dynamic programming method. Experimental results show the advantages and pitfalls of each technique. Once combined, the techniques available to this tool supplement each other in order to successfully uncover visual contours that are less than conspicuous. We conclude by suggesting a potential application of our tool towards ongoing astrophysics research.

I. INTRODUCTION

Image segmentation and video tracking are among the oldest and most heavily studied problems in computer vision research. The basic goal is to find the boundary of an object in a 2D image and to represent it as a curve.

Active contours are a popular class of methods for segmentation. A curve is initialized in an arbitrary or user-defined position, whereupon it moves toward the solution boundary as it iterates. Imaginary forces from the image data or from user interaction attract the curve towards its destination, thus earning the “active” in the method’s name. Snakes[2], Intelligent Scissors[5] and Level Sets are three examples of active contours. The first is based on energy minimization, the second on shortest paths through graphs, and third upon evolving a curve as the zero set of some particular function.

The original snake model is based on minimization of an energy functional, which is the sum of an internal energy (due to stretching and bending), an image energy (based on where the snake lies in the image), and an external energy (constraints and user interaction).

\[ E_{\text{snake}}(v(s)) = \int_0^1 E_{\text{snake}}(v(s))ds \]

\[ = \int_0^1 E_{\text{int}}(v(s)) + E_{\text{image}}(v(s)) + E_{\text{con}}(v(s))ds. \] (1)

Here the internal energy is defined as

\[ E_{\text{int}}(v(s)) = \frac{1}{2}(\alpha(s)|v_s(s)|^2 + \beta(s)|v_{ss}(s)|^2), \] (2)

where \( \alpha(s) \) and \( \beta(s) \) are weights for continuity and curvature, respectively. The first term is coined the “membrane term” of the snake since it causes the snake to behave like a rubber band trying to pull its points closer together; the second can be imagined as a “thin plate” term since it causes the snake to try to straighten itself out, as would a thin elastic sheet of metal extending outward from the image (or simply a metal rod).

The variational problem is then discretized and solved iteratively. Here we will not go further into how this is solved with finite differences.

Since the original snake, researchers have developed several different forms and implementations for the same model[3][4][1]. In this paper, we will implement the Greedy Algorithm Snake[1] and the Dynamic Programming Snake[4], both of which are simple to implement and modify. We will also implement Intelligent Scissors[5]. Notably, the Snake sometimes performs worse than Intelligent Scissors, so we combine the two techniques to achieve better video contour tracking.

II. INTELLIGENT SCISSORS

A. Method Introduction

By treating an image as a weighted directed graph, the problem of image segmentation is transformed into the problem of searching for a minimum cost path in the graph. Eight neighboring edges enter and leave each pixel; all of them have weights, which are determined by local cost functions. Two
local cost functions were combined linearly by a user input weight $\omega$:

$$f(p) = \omega * f_{\text{edge}} + (1 - \omega)f_{\text{gradient}}; \quad (3)$$

The edge that ends in pixel $p$ will have weight $f(p)$. Further descriptions of the local cost functions follow:

- $f_{\text{edge}}$: OpenCV is used to detect Canny edges in the image and set a binary cost. Pixels that have 0 cost if they lie on an edge, or 1 if they do not.
- $f_{\text{gradient}}$: Gradient amplitude is calculated from the partial gradient vector $(I_x, I_y)$ of the image: $G = \sqrt{I_x^2 + I_y^2}$. To impose a higher penalty for lower gradient, $f_{\text{gradient}}$ is defined as:

$$f_{\text{gradient}} = \frac{\max(G) - G}{\max(G)} = 1 - \frac{G}{\max(G)} \quad (4)$$

After the local cost function is determined, the image is transformed into a graph. Dijkstra’s famous greedy algorithm[7] is used for global minimum cost path finding.

B. Our Implementation

There are two novelties within our implementation:

- Instead of using the Laplacian Zero-Crossing as an edge’s local cost, we used the Canny edge detection algorithm for a binary edge cost definition, believing that the Canny edge algorithm is better suited for edge detection.
- We added automatic contour closure detection; our program automatically detects whether the user selected contour is closed or not, and once it is closed, it runs and displays a “Greedy Snake” as it tracks the specified contours in the video.

C. Usage and Results

Figure (1), showing a zebrafish embryo, is the original image for segmentation. Figure (2) shows the white path between the seed and the cursor as determined by Dijkstra’s algorithm. Figure (3) shows the program as it samples the contour after having detected its closure, obtaining the points that will later initialize a “Greedy Snake”. Figure (4) shows the Canny edge-detected image. Figure (5) shows the gradient cost.
III. DYNAMIC PROGRAMMING SNAKE

A third technique for making active contours, using dynamic programming, was compared to the other approaches. Unlike the variational calculus method (and similar to the newer greedy method), it operates in the discrete domain: pixels. The consequently simplified numerical methods improve the accuracy; they involve approximation of low-order derivatives, first and second, whereas the calculus method involves up to the fourth.

Dynamic programming differs from the greedy method in that it searches for globally optimal solutions as it steps across each snake pixel (henceforth, snaxel). In the greedy method, locally-optimal decisions were simply made for the current snake pixel without ever taking the whole snake into consideration at once.

The implementation in [4] uses textbook dynamic programming. For this that means growing an optimal solution out of smaller optimized subproblems with fewer snaxels. For each new snaxel in consideration it finds the best choice of smaller optimized subproblems with fewer snaxels. The consequently simplified numerical methods improve the accuracy; they involve approximation of low-order derivatives, first and second, whereas the calculus method involves up to the fourth.

As a first example, we will take the simple case of the membrane term only in the snake equation, without the thin plate term - so only the first derivative approximation is needed. This first-order energy term will involve a finite-difference between the current snaxel and the next one (so, the energy resembles a spring between the two snaxels). To find the amount of energy in this spring, every possible combination of next locations for both of these snaxels must be tested since the spring stretches differently if either one moves. So, two iteration loops are needed for checking neighbors: An outer one for perturbing the next snaxel, and an inner one for perturbing the current snaxel.

Associated with each table cell in the energy table is a vector describing exactly which of the current snaxel’s movements was found to be optimal for that choice; the information would otherwise be lost (since a cell only makes a statement about the next snaxel’s decision). To accomplish this we used a "position matrix" that corresponds to our "energy matrix" as

Figure 5. Gradient

Figure 6. The first couple of iterations. For snaxel 1 (left pane), iterate through all possible neighbors of snaxel 2, and for each of those assumptions calculate the most energy-optimal decision for snaxel 1. That is, stretch the first spring each of the possible ways; we’re doing this since we don’t know yet what the snaxel 2’s decision will be. Store the result of each assumption in the energy table’s first column. Now move on to iteration 2 (right pane). Consider as assumptions all possible arrangements of snaxel 3, and calculate the energy of the optimal snaxel 2 decision using each assumption about snaxel 3, this time storing the results in the second column; however, this time, the energy of prior snaxels up to that point (namely snaxel 1) must also be added in. This is something we already stored in the first column; now that we do know which decision of snaxel 1 we’re considering, we can refer to the row in column one that used the correct assumption, and re-use that calculated value.

will equal the following: First the energy cost of the locally best decision for that snaxel, plus the total energy of the entire snake up to that snaxel - but in some snake configuration that is optimal assuming the local decision that we’re considering will definitely happen. In other words, all the possible next moves must be accounted for at each step.

Rather than repetitively recalculate the energy of all prior snaxels, a table of prior energies is maintained for later consultation; its cells are divided up in a way that covers all the possible decisions that could be taken next.

A. Example

As a first example, we will take the simple case of the membrane term only in the snake equation, without the thin plate term - so only the first derivative approximation is needed. This first-order energy term will involve a finite-difference between the current snaxel and the next one (so, the energy resembles a spring between the two snaxels). To find the amount of energy in this spring, every possible combination of next locations for both of these snaxels must be tested since the spring stretches differently if either one moves. So, two iteration loops are needed for checking neighbors: An outer one for perturbing the next snaxel, and an inner one for perturbing the current snaxel.
suggested in [4]. At the end of iteration, this table of positions can be traced through to infer, in reverse, which decisions led to the best overall energy in the final column (i.e. the optimum global state including all snaxels); this decision set describes the simultaneous movement our snaxels should make at the end of this iteration.

B. Thin Plate Term

In our implementation the thin-plate snake term was additionally implemented - in fact, all of [4] was implemented, with the sole exception of the image energy term that specifically attracts the snake towards line terminations.

The use of thin-plate term, which influences the snake to try to straighten out as a metal plate or rod would, requires a second order finite-difference approximation of the derivative; that is, a measurement involving the current, previous, and next snaxel's movement when deciding the next snaxel's movement (including the next).

The example described previously demonstrated the use (as recommended by [4]) of a time-delay in decision-making, wherein a final decision about a snaxel’s movement is only made tentatively, until the next snaxel’s energies are calculated. At any current snaxel we thereby have enough available information to consider the two surrounding snaxels (including the next).

The addition of the thin-plate term complicates the algorithm in that we now need three iteration loops, not two, to fully consider all possible arrangements of the three snaxels centered at the current one; in our implementation the inner-most loop finds the optimal movement of the previous node assuming that the decisions to move the current and next nodes go each of their possible ways.

The energy table to store each of these possibilities must now be 3D, to cover all possible assumptions of both the current and the next snaxel’s movement when deciding the optimal way to move the previous one. Likewise, the table of positions must become a 3D matrix of vectors. Corner cases (such as the case of there being no previous or next node) must be handled separately. With that, the procedure is ready to emulate a thin-plate. The runtime is $O(nm^3)$ due to the nested iteration loops, and the space requirements are $O(nm^2)$ due to storing the 3D matrix.

One convenience of using the dynamic programming or greedy snake methods is that they accommodate arbitrary hard constraints outside of the energy formula, unlike the original variational calculus method. In our implementation of the dynamic programming snake, hard constraints were added for keeping snaxels a Euclidean distance of two pixels apart, as well as for forcing them to stay within image bounds. This was done simply by rejecting neighbors from consideration for a snaxel to move to if the constraint is violated. The variational calculus approach would require such constraints to be formulated into the energy functional, something that would presumably not be nearly as straightforward.

IV. GREEDY ALGORITHM SNAKE

By 1992, three main techniques for implementing the snake model had emerged: the original variational method[2], the dynamic programming implementation[4] just described, and the newly introduced and fastest method: the greedy approach[1].

Like in dynamic programming, the greedy snake uses points that move on a discrete grid. Its proposal and subsequent widespread use in an age of slower CPUs than those of today was due to the fact that greedy snakes require little memory and less time to converge, while preserving the advantage of accommodating hard constraints.

A. Curvature Estimation

A greedy snake is described with a list of 2D points rather than an implicit curve function. Furthermore, since it uses the greedy algorithm, each point in the list will make a decision after an iteration. For these reasons, effective estimation of curvature becomes an important requirement, and different ways of estimating curvatures should be discussed.

A basic way is to use finite differences, i.e.,

$$
\left| \frac{d^2 v_i}{ds^2} \right|^2 \approx |v_{i-1} - 2v_i + v_{i+1}|^2.
$$

There is a disadvantage for this method: If points are not evenly spaced, this formula will cause the snake to shrink.

A second method is to directly use the mathematical definition of curvature: $d\theta/ds$. Here $\theta$ is the angle between the x-axis and the tangent vector to the curve. A discrete approximation for this formula is

$$
\Delta \theta = \cos^{-1} \left( \frac{u_i \cdot u_{i+1}}{|u_i| |u_{i+1}|} \right),
$$

where $u_i = v_i - v_{i-1}$. This method will necessarily give a satisfying result, but is computationally expensive.

Another method is based on normalizing the two vectors before taking the difference, thereby removing the length differential so that the curvature will only depend on relative direction. This method has some special applications such as detection of corners.
B. Greedy Algorithm

The greedy snake algorithm has a time complexity of $O(mn)$, faster than the $O(mn^3)$ needed by the dynamic programming method, where $n$ is the number of discrete points and $m$ is the size of each point's neighborhood. This algorithm does not guarantee a global minimum energy solution. However, we will show several images for which it achieves satisfactory results.

The idea of this algorithm is quite simple compared to those in previous sections. During each iteration, the neighborhood of each point is examined and the point in the neighborhood giving the smallest value for the energy term is chosen as the new location of the point. Here if we don’t consider external forces,

$$E_{\text{snake}}^* = \int_0^1 \alpha E_{\text{cont}}(v(s)) + \beta E_{\text{curv}}(v(s)) + \gamma E_{\text{image}}(v(s)) ds.$$

Of course, for each discrete point,

$$E_i = \alpha E_{\text{cont}}(v(s)) + \beta E_{\text{curv}}(v(s)) + \gamma E_{\text{image}}(v(s)).$$

For the continuity term, a finite difference representation causes the curve to shrink. Therefore, $\bar{d} = |v_i - v_{i-1}|$ is used instead. Here the average distance between two points is recalculated after each iteration. Since the continuity term has already caused the points to be evenly spaced, one can use the basic finite difference method to estimate the curvature energy. The image strength is again calculated using the image gradient.

After moving the snake during each iteration, an additional step could be processed for corner detection. This is done by setting $\beta = 0$ for a particular point if all of the following conditions are satisfied at the end of each iteration:

1) Curvature is larger than that of both previous and next points.
2) Curvature is above a threshold.
3) Edge strength is above a threshold.

In order to give more user interaction, we have added a feature called “eraser” for the greedy snake. As in Figure (8), if some part of the snake fails to converge to desired edge, the user could just erase them.

V. VIDEO CONTOUR TRACKING

The idea of tracking object contours in videos is quite simple. First, the user interactively initializes a contour on the first frame of video. This could be done with any of the three techniques. After that, our software processes the video frame by frame. During each step, the snake fully converges, and then passes its position on as the initialization for the next frame.

Figure (9) shows the result of tracking a fish embryo’s development using a Greedy Snake. The result shows that Greedy Snake performs very well in these sorts of biological applications. In our software interface (Figure 10), the user could make custom configurations for different videos. For example, for faster moving objects, it is naturally necessary to increase the neighborhood size, so that the snake will not lose its target.

Figure (11) shows the result of tracking a deformable egg with dynamic programming. The original video is a synthetic scene generated by our lab-mate Kresimir. The dynamic programming snake is less sensitive to the initialization than the greedy snake. For that reason, in our software the first-
ellipse. The ability to add hard constraints using dynamic programming or the greedy approach might also be helpful, since a penalty imposed when the snake contains an inflection point might help to enforce the elliptical constraint. One remaining challenge, described in [9], is to deal with the overlapping and stacked nature of loops by forcing snakes to lock on to only one solar loop (rather than bridging two nearby ones). Figure (12)'s caption suggests a snake-based solution to this problem as well. Some very recent attempts to use snakes for solar image processing are described in [10] and [11], but the discrete approaches described here may achieve better results in less time than these, especially when combined with the aforementioned scale-space adjustments for attraction to features from a distance.

VII. Conclusion

We have demonstrated software for image segmentation and video contour tracking that uses intelligent scissors and snakes to supplement each other’s limitations, and experimented with combining them so that the scissors provide a nice initialization for the snake. We designed a practical GUI so that users could conveniently use the software. It was shown that as long as user finds an appropriate configuration, our software can deliver satisfactory results on biology images and videos, and it shows promise in medical applications. Finally, we have discussed an immediate potential application of this work to the astrophysics problem of automatically tracing the overlapping and closely-stacked coronal loops in images of the sun.
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