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Abstract

In recent years, there has been considerable progress on fast randomized algorithms that approximate probabilistic inference with tight tolerance and confidence guarantees. The idea here is to formulate inference as a counting task over an annotated propositional theory, called weighted model counting (WMC), which can be partitioned into smaller tasks using universal hashing. An inherent limitation of this approach, however, is that it only admits the inference of discrete probability distributions. In this work, we consider the problem of approximating inference tasks for a probability distribution defined over discrete and continuous random variables. Building on a notion called weighted model integration, which is a strict generalization of WMC and is based on annotating Boolean and arithmetic constraints, we show how probabilistic inference in hybrid domains can be put within reach of hashing-based WMC solvers. Empirical evaluations demonstrate the applicability and promise of the proposal.

1 INTRODUCTION

Weighted model counting (WMC) on a propositional knowledge base is an effective and general approach to probabilistic inference in a variety of formalisms, including Bayesian and Markov Networks. It extends the model counting task, or #SAT, which is to count the number of assignments (that is, models) that satisfy a given logical sentence (Gomes et al., 2009). In WMC, one accords a weight to every model, and computes the sum of the weights of all models. The WMC formulation has recently emerged as an assembly language for probabilistic reasoning, offering a basic formalism for encoding various inference problems. State-of-the-art reasoning algorithms for Bayesian networks (Chavira and Darwiche, 2008), their relational extensions (Chavira et al., 2006), factor graphs (Choi et al., 2013), probabilistic programs (Fierens et al., 2013), and probabilistic databases (Suciu et al., 2011) reduce their inference problem to a WMC computation. The task has been generalized to first-order knowledge bases as well (Van den Broeck et al., 2011; Gogate and Domingos, 2011). Exact WMC solvers are based on knowledge compilation (Darwiche, 2004; Muise et al., 2012) or DPLL search with component caching (Sang et al., 2005).

However, exact inference is #P-hard (Valiant, 1979), and so, there is a growing interest in approximate model counters. Beginning with Stockmeyer (1983), who showed that approximating model counting with a tolerance factor can be achieved in deterministic polynomial time using a $\Sigma_2^p$-oracle, a number of more recent results show how random polynomial-time realizations are possible using an NP-oracle (e.g., a SAT solver) (Jerrum et al., 1986; Karp et al., 1989; Bellare et al., 2000; Gomes et al., 2006; Ermon et al., 2013b, 2014; Chakraborty et al., 2013a,b). The central idea here is the use of random parity constraints, in the form of universal hash functions (Sipser, 1983), that partition the model counting solution space in an inexpensive manner. Most of the recent work in the area, moreover, come with strong tolerance-confidence guarantees (introduced later), and scale well by leveraging SAT technology.

The popularity of WMC can be explained as follows. Its formulation elegantly decouples the logical or symbolic representation from the statistical or numeric one, which is encapsulated in the weight function. When building solvers, this allows us to reason about logical equivalence and reuse SAT solving technology (such as constraint propagation and clause learning). WMC also makes it more natural to reason about deterministic, hard constraints in a probabilistic context. Nevertheless, WMC has a fundamental limitation: it is purely Boolean. This means that the advantages mentioned above only apply to discrete proba-
To counter this, in a companion paper (Belle et al., 2015), we proposed the notion of weighted model integration (WMI). It is based on satisfiability modulo theories (SMT), which enable us to, for example, reason about the satisfiability of linear constraints over the rationals. The WMI task is defined on the models of an SMT theory $\Delta$, containing mixtures of Boolean and continuous variables. For every assignment to the Boolean and continuous variables, the WMI problem defines a weight. The total WMI is computed by integrating these weights over the domain of solutions of $\Delta$, which is a mixed discrete-continuous space. Consider, for example, the special case when $\Delta$ has no Boolean variables, and the weight of every model is 1. Then, the WMI simplifies to computing the volume of the polytope encoded in $\Delta$. Overall, weighted SMT theories admit a natural encoding of hybrid Markov and Bayesian networks, analogous to the encodings of discrete graphical networks using weighted propositional theories.

In this work, we consider the problem of approximating inference tasks for a probability distribution defined over discrete and continuous random variables. Formulated as a WMI task, we address the question as to whether fast hashing-based approximate WMC solvers can be leveraged for hybrid domains. What we show is that an NP-oracle can indeed effectively partition the model counting solution space of the more intricate mixed discrete-continuous case using universal hashing. (Of course, volume computation is still necessary, but often over very small spaces.) In this sense, hybrid domains can now be put within reach of approximate WMC solvers. In particular, the hashing approach that we consider here builds on the recent work of Chakraborty et al. (2014) on approximate WMC, and inherits their tolerance-confidence guarantees. In our empirical evaluations, the approximate technique is shown to be significantly faster than an exact WMI solver. We then demonstrate the practical efficacy of the system on a complex real-world dataset where we compute conditional queries over intricate arithmetic constraints that would be difficult (or impossible) to realize in existing formalisms.

Let us finally mention that current inference algorithms for hybrid graphical models often make strong assumptions on the form of the potentials, such as Gaussian distributions (Lauritzen and Jensen, 2001), or approximate using variational methods (Murphy, 1999; Lunn et al., 2000), for which quality guarantees are difficult to obtain. There is also a recent focus on piecewise-polynomial potentials (Shenoy and West, 2011; Sanner and Abbasnejad, 2012; Wang et al., 2014), which are based on generalizations of techniques such as the join-tree algorithm. Such piecewise-polynomials can also be represented in the WMI context, but in a general framework allowing arbitrary Boolean connectives and deterministic hard constraints.

2 PRELIMINARIES

We begin with probabilistic models, and then turn to the necessary logical background, WMC and WMI.

2.1 PROBABILISTIC MODELS

Let $B$ and $X$ denote sets of Boolean and real-valued random variables, that is, $b \in B$ is assumed to take values from $\{0,1\}$ and $x \in X$ takes values from $\mathbb{R}$. We let $(b, x) = (b_1, \ldots, b_m, x_1, \ldots, x_n)$ be an element of the probability space $[0,1]^m \times \mathbb{R}^n$, which denotes a particular assignment to the random variables from their respective domains. We let the joint probability density function be denoted by $\Pr$. So $\Pr(b, x)$ determines the probability of the assignment vector. When these random variables are defined by a set of dependencies, as can be represented using an undirected graphical model (that is, Markov network), the density function is compactly factorized. See Koller and Friedman (2009) for details.

2.2 LOGICAL BACKGROUND

Propositional satisfiability (SAT) is the problem of deciding whether a logical formula over Boolean variables and logical connectives can be satisfied by some truth value assignment of the Boolean variables. Given a formula $\phi$ and assignment (or model or world) $M$, we write $M \models \phi$ to denote satisfaction. We write $l \in M$ to denote the literals (that is, propositions or their negations) that are satisfied at $M$. We often write $M(\phi)$ to mean the set of models of $\phi$.

A generalization to this decision problem is that of Satisfiability Modulo Theories (SMT). In SMT, we are interested in deciding the satisfiability of a (typically quantifier-free) first-order formula with respect to some decidable background theory $T$, such as linear arithmetic over the rationals ($\text{LRA}$). Standard first-order models can be used to formulate SMT; see Barrett et al. (2009) for details. Moreover, various background theories, like $\text{LRA}$ and linear arithmetic over the integers ($\text{LIA}$), can be combined. In this paper we are interested in a combination of $\text{LRA}$ and propositional logic, for which satisfaction is defined in an obvious way.

Our formulation will also use the concepts of formula abstraction and refinement (Barrett et al., 2009). Here, first, a bijection is established between ground first-order atoms and a propositional vocabulary; abstraction proceeds by replacing the atoms by propositions, and refinement replaces the propositions with the atoms. In the sequel, we refer to the propositional abstraction of an SMT formula $\phi$ as $\phi^-$ and the refinement of $\phi$ as $\phi^+$. For example, if $\Delta = (x \leq 4) \land (x \leq 5)$, then $\Delta^- = p \land q$ where (say) $p$ denotes $x \leq 4$ and $q$ denotes $x \leq 5$; also, $\Delta^+ = x \leq 5$. 
2.3 WEIGHTED MODEL COUNTING

Weighted model counting (Chavira and Darwiche, 2008) is an extension of model counting (Gomes et al., 2009). In model counting, also known as #SAT, one counts the number of satisfying assignments of a propositional sentence. In WMC, each assignment has an associated weight and the task is to compute the sum of the weights of all satisfying assignments. WMC has applications in probabilistic inference in discrete graphical models.

**Definition 1:** Given a formula \( \Delta \) in propositional logic over literals \( L \), and a weight function \( w : L \rightarrow \mathbb{R} \), the weighted model count (WMC) is defined as:

\[
WMC(\Delta, w) = \sum_{M \models \Delta} w(M)
\]

where, \( w(M) \) is shorthand for \( \prod_{l \in M} w(l) \).

Intuitively, the weight of a formula is given in terms of the total weight of its models; the weight of a model is defined in terms of the literals true in that model.

We are often interested in computing the probability of a query \( q \) given evidence \( e \) in a Boolean Markov network \( N \), for which we use:

\[
Pr_N(q \mid e) = \frac{WMC(q \wedge e \wedge \Delta, w)}{WMC(e \wedge \Delta, w)}
\]

where \( \Delta \) encodes \( N \) and \( w \) encodes the potentials; see, for example, Chavira and Darwiche (2008).

2.4 WEIGHTED MODEL INTEGRATION

As noted before, an inherent limitation of WMC is that it only admits the inference of discrete probability distributions. To remedy this, in a companion paper (Belle et al., 2015), we introduced the notion of weighted model integration as a strict generalization of WMC. The main idea here is to take a logical theory with rational and Boolean variables, that is, from a combination of LRA and propositional logic, and annotate it with weights. As before, propositional assignments are denoted using \( M \).

**Definition 2:** Suppose \( \Delta \) is an SMT theory over Boolean and rational variables \( \mathcal{B} \) and \( \mathcal{X} \), and literals \( L \). Suppose \( w : L \rightarrow \text{EXPR}(\mathcal{X}) \), where \( \text{EXPR}(\mathcal{X}) \) are expressions over \( \mathcal{X} \). Then the weighted model integral (WMI) is defined as:

\[
\text{WMI}(\Delta, w) = \sum_{M \models \Delta} \text{VOL}(M, w)
\]

where, \( \text{VOL}(M, w) = \int_{(l^* \in M)} w(M) \, dX \).

The main feature of the definition is how it casts the weighted model counting problem over SMT in standard propositional logic. The intuition is as follows. The WMI of an SMT theory \( \Delta \) is defined in terms of the models of its propositional abstraction \( \Delta^- \). For each such model, we compute its volume, that is, we integrate the weight values of the literals that are true at the model. The interval of the integral is obtained from the refinement of each literal.\(^1\)

The mathematical expression for conditional probabilities is as before.

The general idea with \( \text{EXPR}(X) \) is that the weight function maps an expression \( e \) to its density function, which is usually another expression mentioning the variables in \( e \). We note that the input language for a WMI task is easily seen to capture constraints involving discrete and continuous random variables over arbitrary Boolean connectives.

To see WMI in action, consider a simple example:

**Example 3:** Suppose \( \Delta \) is the following simple formula:

\[
p \vee (0 \leq x \leq 10)
\]

For weights, let \( w(p) = 1 \), \( w(\neg p) = 2x \), \( w(q) = 1 \) and \( w(\neg q) = 0 \), where \( q \) is the propositional abstraction of \( 0 \leq x \leq 10 \). Roughly, this can be seen to say that \( x \) is uniformly distributed when \( p \) holds and otherwise it is characterized by a triangular distribution in the interval \([0, 10]\). There are three models of \( \Delta^- \), for which we calculate \( \text{VOL}(\cdot, w) \):

1. \( \text{VOL}(\{p, \neg q\}, w) = 0 \) because \( w(\neg q) = 0 \);
2. \( \text{VOL}(\{\neg p, q\}, w) = \int_{0 \leq x \leq 10} 2x \, dx = [x^2]_{0}^{10} = 100 \);
3. \( \text{VOL}(\{p, q\}, w) = \int_{0 \leq x \leq 10} 1 \, dx = [x]_{0}^{10} = 1 \).

Thus, \( \text{WMI}(\Delta, w) = 100 + 1 = 101 \).

Suppose that we are interested in the probability of the query \( x \leq 3 \) given that \( \neg p \) is observed. Suppose \( r \) is the abstraction of \( x \leq 3 \). First, \( \text{WMI}(\Delta \land \neg p, w) \) corresponds to the weight of a single interpretation, that of item 2, yielding a value of 100. Next, \( \text{WMI}(\Delta \land \neg p \land x \leq 3, w) \) also corresponds to the weight of a single interpretation \( \{\neg p, q, r\} \), an extension to that in item 2. In this case:

\[
\text{VOL}(\{\neg p, q, r\}, w) = \int_{(0 \leq x \leq 10) \land (x \leq 3)} 2x \, dx = [x^2]_{0}^{3} = 9.
\]

\(^1\)Although the interval is defined in terms of SMT literals, this is meant to denote standard integrals in an obvious fashion:

\[
\int_{x \leq 6} \phi \, dx \pm \int_{x \geq 6} \phi \, dx; \int_{x \leq 6} \phi \, dx \pm \int_{x \geq 6} \phi \, dx; \int_{5 \leq x \leq 6} \phi \, dx \pm \int_{5 \leq x \leq 6} \phi \, dx
\]

Likewise, over connectives:

\[
\int_{x \leq 6 \land y \leq 6} \phi \, dy \pm \int_{x \leq 6 \land y \geq 6} \phi \, dy; \int_{x \leq 6 \land y \leq 6} \phi \, dy \pm \int_{x \leq 6 \land y \geq 6} \phi \, dy
\]

When propositions appear as intervals, they are simply ignored. See Belle et al. (2015) for the general definition.
Therefore, the conditional probability is \(9/100 = .09\). \(\square\)

The correctness of WMI and that it is a strict generalization of WMC are argued elsewhere (Belle et al., 2015).\(^2\)

Let us conclude this section by remarking that although the definition of WMI is very general, for most practical purposes, we restrict densities to piecewise polynomials, where \(w\) maps \(L\) to polynomials over \(X\). Such piecewise polynomials can approximate a wide variety of continuous distributions, including Gaussians (Shenoy and West, 2011; Sanner and Abbasnejad, 2012). Moreover, Baldoni et al. (2011) show that for a fixed number of variables, the integration is efficient, even for polynomials of increasing degree. Thus, smooth function approximations are possible in practice, and come at a reasonable cost.

3 APPROXIMATING WMI

In this section, we identify how to approximate \(\WMI(\Delta, w)\) for an arbitrary \(\Delta\) and non-degenerate (see below) \(w\) with strong theoretical guarantees by appealing to a SAT-oracle.

3.1 PROBLEM STATEMENT FOR WMC

To better understand the problem statement, let us begin with the case of WMC:

Definition 4: Given a propositional formula \(\Delta\) and a weight function \(w\), an exact algorithm for WMC returns \(\WMC(\Delta, w)\). An approximate algorithm for WMC given tolerance \(\epsilon \in (0, 1]\) and confidence \(1 - \delta \in (0, 1]\), simply called an \((\epsilon, \delta)\)-algorithm, returns a value \(v\) such that

\[
\Pr \left[ \frac{\WMC(\Delta, w)}{1 + \epsilon} \leq v \leq (1 + \epsilon)\WMC(\Delta, w) \right] \geq 1 - \delta
\]

Intuitively, when the weight of every model is 1, an exact algorithm returns the size of the set \(M(\Delta) = \{M \mid M \models \Delta\}\) while an approximate one samples from that solution space. Exact algorithms are \#P-hard (Valiant, 1979) but for the approximate case random polynomial time realizations are known (Jerrum et al., 1986; Karp et al., 1989).\(^3\)

3.2 PROBLEM STATEMENT FOR WMI

To see how the above notions apply to our task, consider an SMT theory \(\Delta\) and weight function \(w\). We observe that

\[
\WMI(\Delta, w) = \WMC(\Delta^-, u)
\]

where, for any model \(M\) of \(\Delta^-, u\) is a weight function such that \(u(M) = \VOL(M, w)\). More precisely, \(u\) is to be seen as a weight function that does not factorize over literals and directly maps interpretations to \(R\). (This is without any loss of generality.) Thus, our problem statement becomes:

Definition 5: An \((\epsilon, \delta)\)-algorithm for a WMI problem over \(\Delta\) and \(w\) is an \((\epsilon, \delta)\)-algorithm for WMC over \(\Delta^-\) and weight function \(u\), where for any model \(M\) of \(\Delta^-\), \(u(M) = \VOL(M, w)\).

The idea is that by treating the volumes of models as weights over propositional interpretations, we can view WMI simply in terms of WMC. Theoretical results can then be imported for our purposes.

Given an \((\epsilon, \delta)\)-algorithm for WMC, there are two caveats, however. First, weights of interpretations need to be actually computed using integration during inference, but (usually) over a small number of literals and their polynomial potentials true in a model. Second, such an algorithm samples feasible satisfying assignments for \(\Delta^-\), but these need not be \(T\)-consistent. For example, if \(p\) denotes \(x \leq 3\) and \(q\) denotes \(x \leq 5\), then the interpretation \(\{p, \neg q\}\) is not a model in \(LRA\) on refinement. In the formal machinery, the weight of this model is easily seen to be 0 (that is, the interval of the integral will be an empty set), and so these models can freely appear in the problem statement. In practice, these theory inconsistency models are rejected in the WMC calculation, and once found, the algorithm can be made to refine its search of feasible solutions by incorporating these models as blocked clauses.

3.3 APPROACH

In sum, what we are after is an \((\epsilon, \delta)\)-algorithm for \(\WMI(\Delta, w)\) for a propositional theory \(\Delta\) and weight function \(w\). Consider classical model counting, that is, where the weight of every model is 1, which is \#P-hard. Bellare et al. (2000) were the first to show that satisfying assignments can be generated uniformly in random polynomial-time using only an NP-oracle (e.g., a SAT solver), improving and complementing earlier results (Jerrum et al., 1986; Karp et al., 1989; Stockmeyer, 1983). Adapting these techniques further, Chakraborty et al. (2013a,b) introduce a scalable approximate model counter. See Gomes et al. (2006) and Ermon et al. (2013b) for closely related proposals.

\(^2\)In an independent and recent effort, Chistikov et al. (2015) also introduce the notion of approximate model counting for SMT theories. The most significant difference between the proposals is that they focus only on unweighted model counting. Moreover, they define model counting as a measure on first-order models. Our approach is a simpler one based on propositional abstractions, which (as we will see) allows us to cast statements for WMI as WMC in a direct way.

\(^3\)The class of \((\epsilon, \delta)\)-algorithms that we are after follows the terminology of Karp et al. (1989). These can be contrasted to bounding counters only parameterized by confidence probabilities, such as (Kroc et al., 2011).
3.3.1 Counting by Hashing

The central idea in Bellare et al. (2000) and Chakraborty et al. (2013b) is the use of universal hash functions (Sipser, 1983):

**Definition 6**: A family of functions $\mathcal{H} = \{ h : \{0, 1\}^n \to \{0, 1\}^m \}$ is called uniform, written $h \overset{R}{\leftarrow} \mathcal{H}$, if it holds that for any $y \in \{0, 1\}^n$, the random variable $h(y)$ is uniformly distributed in $\{0, 1\}^m$.

**Definition 7**: A family of functions $\mathcal{H} = \{ h : \{0, 1\}^n \to \{0, 1\}^m \}$ is called $t$-wise independent if it holds that for any $x_1, \ldots, x_t \in \{0, 1\}^m$, any $y_1, \ldots, y_t \in \{0, 1\}^n$, and any $h \overset{R}{\leftarrow} \mathcal{H}$, we have:

$$\Pr [h(y_1) = x_1 \land \ldots \land h(y_t) = x_t] = 2^{-mt}$$

For the sake of clarity, we denote this family as $\mathcal{H}(n, m, t)$.

Now, suppose $x \in \{0, 1\}^n$ and $h \overset{R}{\leftarrow} \mathcal{H}(n, m, t)$. Let $h^{-1}(x) = \{ y \in \{0, 1\}^n \mid h(y) = x \}$. Then, the idea is that for any propositional language over $n$ variables, $\mathcal{M}(\Delta) \subseteq \{0, 1\}^n$ and $x \in \{0, 1\}^n$, the set $\mathcal{M}(\Delta) \cap h^{-1}(x)$ partitions $\mathcal{M}(\Delta)$ into a set of well-balanced cells, each one induced by a particular choice of $h$. Thus, by iterating over different samples of $h \overset{R}{\leftarrow} \mathcal{H}(n, m, t)$, we can perform a small number of computations on the cells and leverage that as an estimate for the solution space as a whole.

The work of Chakraborty et al. (2013b) uses an efficient family of hash functions, denoted $\mathcal{H}_{xor}(n, m, 3)$ below.

Given $h \overset{R}{\leftarrow} \mathcal{H}(n, m, 3)$ and $y \in \{0, 1\}^n$, let $h(y)[k]$ denote the $k$th component of the vector obtained by applying $h$ to $y$, and $y[k]$ denote the $k$th component of the string $y$. The family of hash functions of interest is defined as

$$\mathcal{H}_{xor}(n, m, 3) = \{ h : h(y)[j] = a_{i,j} \oplus \left( \bigoplus_{i=1}^{n} a_{i,j} \cdot y[i] \right), a_{i,j} \in \{0, 1\}, 1 \leq i \leq m, 0 \leq j \leq n \}$$

where $\oplus$ denotes the XOR operation. By choosing values of $a_{i,j}$ randomly and independently, we can effectively choose a random hash function from the family. Gomes et al. (2006) show that this family of hash functions is 3-wise independent.

3.3.2 WMC by Hashing

As argued by Ermon et al. (2013a), the one major limitation when applying approximate model counters for probabilistic inference is that weights play an important role in determining which samples are interesting. Therefore, uniformly sampling from $\mathcal{M}(\phi)$ is not appealing, and would lead to poor estimates of conditional probabilities. The approach taken in Ermon et al. (2013a) is to reformulate the inference task by an embedding for which uniform sampling suffices.

While this is an attractive option, it requires a factored representation of the probability distribution and appeals to solutions of optimization problems from a MPE query (that is, finding the most likely state). In our setting, these requirements are problematic. For one thing, note that even if the original input problem uses a factored representation, we only possess a WMC problem with a weight function for interpretations that (possibly) lacks any structure. For another, MPE queries will involve computing integrals (recall that weights are computed during inference) for a large number of states, a task we would like to avoid unless necessary.

Nonetheless, extending earlier results (Bellare et al., 2000; Chakraborty et al., 2013b), Chakraborty et al. (2014) (CFMSV henceforth) show how approximate model counters can be applied to weighted model counting problems by means of a parameter called tilt.

**Definition 8**: Suppose $\Delta$ is a propositional theory and $w$ is a weight function mapping $\mathcal{M}(\Delta)$ to strictly positive numbers. Let $w_{\max} = \max_M w(M)$ and let $w_{\min} = \min_M w(M)$. We define the tilt $\theta$ to be the ratio $w_{\max}/w_{\min}$.

For our purposes, we adapt the notion as follows:

**Definition 9**: Suppose $\Delta$ is a SMT theory over literals $\mathcal{L}$ and continuous variables $\mathcal{X}$ and $w$ is a weight function mapping $\mathcal{L}$ to $\text{EXPR}(\mathcal{X})$. Let $w_{\max} = \max_M \text{VOL}(M, w)$ and let $w_{\min} = \min_M \text{VOL}(M, w)$. We define the tilt $\theta$ to be the ratio $w_{\max}/w_{\min}$.

The idea is that in approximate model counting, the number of hash functions to sample (and thus, the number of cells to construct of $\mathcal{M}(\Delta)$) is guided by the confidence parameter $\delta$. In the approach of Chakraborty et al. (2014), the tilt of a problem is used to additionally ensure that an appropriate number of cells are constructed in the weighted case. While the approach requires the modeler to provide an upper bound on the tilt, the parameter is agnostic about the form of the weight function, which is desirable in our setting. Nonetheless, when the tilt is large (i.e., when the weight of an interpretation is small relative to others), it would mean that a large number of cells are constructed, which may be inefficient, and alleviating this is an interesting avenue for the future. In practice, the problems we encountered had small tilts. (In our experimental evaluations, an upper bound of 5 was provided for the tilt.)

3.4 ALGORITHM

Putting it all together, we present the pseudocode for WMI computation. It can be seen as a simple reworking of CFMSV to solve WMI.\footnote{In that sentiment, we believe an important feature of our formulation is that other WMC approaches can be adapted for WMI along the same lines.}
Algorithm 1 WeightMC ($\phi, u, e, \delta, \theta$)

1: $w_{max} \leftarrow 1$
2: $\text{pivot} \leftarrow 2 \times \lceil e^{1/2}(1 + \frac{1}{e}) \rceil$
3: iter $\leftarrow \lceil \log_2(3/\delta) \rceil$
4: for $i = 1, \ldots, \text{iter}$ do
5: $(M, c, w_{max}) \leftarrow \text{WeightMCCore}($$\phi, u, \text{pivot}, \theta, w_{max})$
6: store $(c, w_{max})$ if $M \neq \emptyset$
7: end for
8: return the median of $c \times w_{max}$ for stored tuples $\phi$

Algorithm 2 WeightMCCore ($\phi, u, \text{pivot}, \theta, w_{max}$)

1: $i \leftarrow 0$; $\text{vol} \leftarrow 0$; $n \leftarrow$ number of variables in $\phi$
2: repeat
3: $i \leftarrow i + 1$
4: Choose $h \leftarrow \mathcal{H}_\text{ran}(n, i, 3)$
5: Choose $x \leftarrow \{0, 1\}^n$
6: $(M, \text{vol}, w_{max}) \leftarrow \text{BoundedWeightSAT}($$\phi, (h(b_1, \ldots, b_n) = x), u, \text{pivot}, \theta, w_{max})$
7: until ($0 < \text{vol}/w_{max} \leq \text{pivot}$ or $i = n$)
8: if $\text{vol}/w_{max} > \text{pivot}$ or $M = \emptyset$ then return $(\emptyset, \text{vol}, w_{max})$
9: else return $(M, \text{vol} \cdot 2^{-1}/w_{max}, w_{max})$
10: end if

present the essential components of the CFMSV algorithm, called WeightMC. Interested readers are referred to that work for full details. First, given an SMT theory $\Delta$, weight function $w$, and a number on the tilt $\theta$, we compute $\gamma$.

$$\text{WMI}((\Delta, w, e, \delta, \theta) = \text{WeightMC}((\Delta^-), u, e, \delta, \theta)$$

where $u$ is the weight function mapping interpretations to numbers and is calculated:

$$u(M) = \text{VOL}(M, w).$$

The WeightMC procedure is given in Algorithm 1. Basically, the given parameters $\delta$ and $e$ are used to determine the number of times WeightMCCore is invoked and the number of symbols to induce on $M((\Delta^-))$, respectively. The procedure returns the median of the volume estimates, obtained from WeightMCCore over these iterations. For any given iteration, if no model is found, then the estimates from WeightMCCore are ignored.

The procedure WeightMCCore applied to a propositional formula $\phi$, detailed in Algorithm 2, partitions models of $\phi$ into cells. This is achieved by choosing 3-wise independent hash functions, and adding random parity constraints. The resulting logical formula is conjoined with

Algorithm 3 BoundedWeightSAT ($\phi, \chi, u, \text{pivot}, \theta, w_{max}$)

1: $w_{min} \leftarrow w_{max}/\theta$; $\text{vol} \leftarrow 0$; $M = \emptyset$; $\gamma = \phi \land \chi$
2: repeat
3: $M \leftarrow \text{SolveSAT}(\gamma)$
4: if $M = \text{UNSAT}$ then
5: break
6: end if
7: $\text{cons} \leftarrow \text{CONSISTENT}(T, \{l^i \mid l \in M\})$
8: if $\text{cons} = \text{INCONSISTENT}$ then
9: $\phi \leftarrow \text{AddBlockClause}(\phi, M)$
10: else
11: $M \leftarrow M \cup M$
12: $\gamma \leftarrow \text{AddBlockClause}(\gamma, M)$
13: $\text{CACHE}[M] \leftarrow u(M) \text{if } \text{CACHE}[M] = \{\}$
14: $\text{vol} \leftarrow \text{vol} + \text{CACHE}[M]$
15: $w_{min} \leftarrow \min(w_{min}, \text{CACHE}[M])$
16: end if
17: until $\text{vol}/(w_{min} \cdot \theta) > \text{pivot}$
18: return $(M, \text{vol} \cdot \theta, w_{max})$

$\phi$, for which BoundedWeightSAT is invoked. The number of iterations of BoundedWeightSAT is bound by the number of propositional variables in $\phi$, or when the current tilt exceeds an $\epsilon$-based parameter. Among other things, BoundedWeightSAT returns the models of $\phi$ conjoined with a random parity constraint, and unless this is empty, volume estimates in WeightMCCore are returned to WeightMC. Both WeightMCCore and WeightMC are minor adaptations of the procedures from CFMSV in the following sense: in the CFMSV modules, the weights are directly used; for example, line 7 in Algorithm 2 would explicitly refer to $u(M) = \sum_{M \in \mathcal{M}} u(M)$. In our setting, computing $u(M)$ involves integration which we would not want to repeat for every iteration. Thus, weights of (sets of) models are themselves returned when required. It is easy to see that the analysis of these procedures is unaffected by this adaptation.

Finally, we turn to BoundedWeightSAT in Algorithm 3, where a more significant adaptation of the CFMSV scheme occurs. First, one would observe that, different from CFMSV, the parity constraint $\chi$ is provided separate from the input formula (for reasons justified below). Nonetheless, the procedure essentially performs a bounded version of model counting on $\gamma = \phi \land \chi$, as would CFMSV, where a $\theta, \epsilon$-derived parameter determines this bound. As soon as no model is found, the procedure exits with the current estimates. If a model $M$ is found, however, unlike CFMSV, we need to additionally ensure the refinement of this assignment is consistent w.r.t. the background theory $T$. If it is not $T$-consistent, then we can prevent this model from being considered for all iterations by adding it as a block clause to our input propositional formula $\phi$. (Recall also that such a model would have zero volume, leading to an infinite tilt if it were to be considered.) On the other hand, if it is theory consistent, we compute its volume and then add it as a block clause to $\gamma$. (This achieves the model counting of $\gamma$.) In particular, we calculate $u(M) = \text{VOL}(M, w)$ where
w is the actual weight function from the WMI problem, and cache this result. So, integration is performed only once for the model M. The procedure then returns the total volume of the set of models M identified.

What is perhaps interesting to realize of this adaptation of CFMSV is that it also does not affect the analysis of the procedures. Note that, if the problem instance is a propositional theory, then \( \Delta^- = \Delta \), and line 7 of Algorithm 3 is trivially true because \( T \) is propositional logic. Consequently, the test in line 8 is trivially false. More formally:

**Proposition 10:** Suppose \( \phi \) is a propositional formula, \( u \) is a weight function, \( \epsilon, \delta \in (0, 1) \), and \( \theta \) is an upper bound on the tilt. Then \( \text{WeightMC}(\phi, u, \epsilon, \delta, \theta) \) from CFMSV’s original formulation returns \( \epsilon \) if the current adaptation does.

This allows us, very easily, to leverage the strong guarantees of CFMSV (our rewording):

**Theorem 11:** [CFMSV] Suppose \( \phi, u, \epsilon, \delta, \theta \) are as above. Then \( \text{WeightMC}(\phi, u, \epsilon, \delta, \theta) \) is an \( (\epsilon, \delta) \)-algorithm for WMC(\( \phi, u \)). Given a SAT-oracle, it runs in time polynomial in \( \log_2(1/\delta), \theta, |\phi| \) and \( 1/\epsilon \) relative to the oracle.

From which we obtain:

**Corollary 12:** Suppose \( \Delta \) is an SMT theory, \( w \) is a weight function, and \( \epsilon, \delta, \theta \) are as above. Suppose \( u \) is the derived weight function for \( \Delta^- \). Then, \( \text{WeightMC}(\Delta^-, u, \epsilon, \delta, \theta) \) is an \( (\epsilon, \delta) \)-algorithm for WMI(\( \Delta, w \)). Suppose we are given an oracle to the weight function \( u \) and a SAT-oracle. Then, \( \text{WeightMC}(\Delta^-, u, \epsilon, \delta, \theta) \) runs in time polynomial in \( \log_2(1/\delta), \theta, |\Delta^-| \) and \( 1/\epsilon \) relative to the oracles.

Thus, we can inherit existing results for this WMC solver (and perhaps others). The oracle to \( u \) computes the volumes of \( T \)-consistent models. Each instance of VOL(\( M, w \)) involves the following (Belle et al., 2015):

**Proposition 13:** Suppose \( \Delta \) is an SMT theory over continuous variables \( X \), \( M \) a model of \( \Delta^- \), and \( w \) is as above. Let \( k \) be the maximum degree of the polynomials in \( \{w(l) \mid l \in M\} \). Then VOL(\( M, w \)) integrates polynomials of degree \( k \cdot |M| \).

Basically, for any model \( M \) of \( \Delta^- \), VOL(\( M, w \)) is formulated as the integration of the polynomial potentials of the literals true at \( M \), which would be a product of \( |M| \) polynomials, each of degree \( k \). As mentioned earlier, Baldoni et al. (2011) show that when the number of variables is fixed (as determined by \( |X| \)), integration is efficient. In practice, moreover, when encoding factored representations and piecewise polynomials, it is often the case that negated atoms are assigned constant weights and so we encounter polynomials of degree \( k \cdot n \) where \( n \ll |M| \). In essence, what we usually encounter are a small number of polynomial potentials corresponding to atoms that are true in the model.

---

**4 EMPIRICAL EVALUATIONS**

In this section, we discuss results on a prototype implementation of the approximate inference system. In particular, the prototype builds on the approximate (unweighted) model counting system of Chakraborty et al. (2013b), extended to handle weights along the lines of Chakraborty et al. (2014). The resulting inference system uses Z3 SMT solver v4.3.2 for testing satisfiability, and the LattE software v1.6 for computing integrals. All experiments were run using a system with a 2.83 GHz Intel Xeon processor and 32GB RAM.

#### 4.1 SCALING BEHAVIOR

To better understand the cost of continuous variables and the benefits of approximate inference, we test scaling behavior using synthetic benchmarks. The intention here is to necessitate a search for all models of a theory in an exhaustive manner. For simplicity, we consider theories that are a conjunction of inequality constraints for continuous variables and clauses of the form \( b_1 \lor \ldots \lor b_n \), where \( b_i \) are Boolean variables. For WMI, such a theory enables LATT computations for every model.

In our prior work (Belle et al., 2015), an exact WMI solver

---

6The initial version of this paper reported on experiments with a prototype that contained some errors in the implementation of the pivot bounds (lines 7-8 of Algorithm 2 and line 17 of Algorithm 3). This revised section reports on a corrected prototype, available at https://github.com/valshakbell/APPROMEX, and a new run of the experiments. We also remark that the propagation of theory-inconsistent models and the caching of volumes (line 9 and lines 13-14 of Algorithm 3 respectively) are not implemented in the prototypes.

7Chakraborty et al. (2014) have distributed their own implementation for approximate weighted model counting.

http://z3.codeplex.com

https://www.math.ucdavis.edu/~latte
was implemented using a block-clause strategy: in each iteration, if a theory-consistent model is found, a clause over the negations of the literals in the assignment is added as an additional constraint, and in this way, all models are enumerated. Using the above benchmark weighted SMT theories, we plot the approximate WMI system against the exact WMI implementation. (To assess the quality of the approximate versus exact computation of the partition function, we let the weight of every model be 1.) To further contrast this to the simpler setting of classical propositional logic, we also ran experiments for exact WMC versus approximate WMC by providing the propositional abstraction of the theory as input. (Recall that by providing a propositional theory with numeric weights, WMI reduces to WMC.)

The experiments were run with $\epsilon = .8$, $\delta = .2$ and $\theta = 1$ (because of the uniform weights). We observe in Figure 1 that while for smaller theories, Exact WMI and Exact WMC are faster, this is no longer the case for theory files with model counts greater than $2^{15}$, that is, for theory files with roughly 15 (or more) Boolean variables. Finally, we remark that the answers computed by approximate WMI equals the answers computed by exact WMI ±1, and likewise for WMC.

4.2 REAL-WORLD DATASET

To demonstrate the expressivity of WMI in a complex real-world scenario, we consider the following novel application involving conditional queries over arithmetic constraints. It uses a data series released by the UK government that provides average journey time, speed and traffic flow information on all motorways, known as the Strategic Road Network, in England. 10 Motorways are split into junctions, and each information record refers to a specific junction, day and time period. In the following we consider the 2012 dataset, with over 7 million entries, and focus on the surroundings of the A6 motorway. Figures 2a and 2b show the portion of the network with at most two and three junctions respectively from A6. We extract statistics on journey time across each junction. For the sake of simplicity, we model a junction’s journey time as a uniform distribution between the observed minimum and maximum travel time.

Consider a planning problem for a supply system for motorway service stations. The operations center (located, say, somewhere along A6) receives supply requests from a number of stations, and needs to predict whether the delivery vehicle will be able to reach all stations and return within a certain amount of time. Travel time between every pair of stations, and between stations and the operations center, is computed in terms of shortest paths across the network. We compute shortest paths for both minimum and maximum travel times, so as to get a distribution for the shortest path duration w.r.t. every pair of relevant points (stations and operations center), which, as noted, is uniform between these two extremes. Given a certain route between stations, the probability of completing it within the desired time can be computed by integrating over travel time distributions between consecutive stops. However, the optimal route can not be fixed a-priori (as in standard TSP problems), as the vehicle also performs deliveries between stations and to the center, depending on the current needs. These deliveries enforce various constraints on the allowed routes. The overall probability is thus obtained by summing over all valid routes, given the known constraints.

Consider, for example, the case in which stations at A14, A1304, A43, and A5199 need to be visited before returning to the operations center. Figure 2a depicts this case, showing the portion of the network with at most two junctions away from A6. (The nodes to be visited are colored green.) The probability of beginning from the operations center at 8 a.m. and completing the route by 9 a.m., considering all possible paths, is:

$$\Pr(T < 3600) = 0.765,$$

computed using the approximate WMI module, where $T$ is the overall time measured in seconds. Now suppose a con-

10http://data.gov.uk/dataset/dft-eng-srn-routes-journey-times
constraint says that station A14 should be reached only after visiting A1304 (owing to a delivery request between these two stations). The probability then needs to be updated according to this evidence, which rules out part of the possible routes. Nonetheless, the probability of completing the task is almost unchanged:

\[
\Pr(T < 3600 \mid t_{A14} > t_{A1304}) = 0.770,
\]

where the minor increase is due to some slightly suboptimal routes being disallowed. Suppose further an additional constraint specifies that station A1304 should not be visited before 8:30 a.m. (say, because the package to deliver will not be available until then). This additional evidence brings success probability down to:

\[
\Pr(T < 3600 \mid t_{A14} > t_{A1304} \land t_{A1304} \geq 1800) = 0.557.
\]

Finally, suppose a last constraint were to require the station A5199 to be also visited after 8:30 a.m. (say, when a package to be delivered to the operations center will be made available). This additional constraint makes it infeasible to complete the route in the required time:

\[
\Pr(T < 3600 \mid t_{A14} > t_{A1304} \land t_{A1304} \geq 1800 \land t_{A5199} \geq 1800) = 0.
\]

Note that for such carefully constructed small-size problems in the 2-neighborhood case, exact and approximate procedures return the very same results in about the same time. (The exact procedure, however, quickly becomes infeasible for increasing cycle lengths.)

Using this example (which is to be seen as a cycle of length 5: A6–A14–A1304–A43–A5199–A6) as a template we randomly generated a number of test problems on the more complex 3-neighborhood setting, and plot an overview of these experiments in Figure 3. These test problems are diverse in their modeling power: ranging from inequality constraints (e.g., $t_{A5199} \geq 1800$) to ordering constraints (e.g., A5199 after A1304), and Boolean combinations thereof, often leading to more than 300 complex SMT formulas. (Intuitively, if an SMT formula has $n$ SMT literals, these can possibly denote joint piecewise potentials of $n$ continuous random variables.) The figures depict the behaviors for cycles of length 5, 6 and 7, ordered by constraints against the time taken, the problem size (which is the number of complex SMT formulas in the theory), and the number of calls of VOL($\cdot$, $\cdot$). Besides demonstrating the scalability of approximate WMI in such a setting, one also observes that while additional constraints increases the size of the theory, and thus, the number of random variables and volume computations, the time taken for conditional queries does not necessarily increase because suboptimal paths are eliminated (and so, marginalization is easier).

5 CONCLUSIONS

We introduced a novel way to leverage a fast hashing-based approximate WMC methodology for inference with discrete and continuous random variables. On the one hand, SAT technology can now be exploited in challenging inference and learning tasks in hybrid domains. On the other, mine the range of the weight function for unconstrained problems and/or large cycle lengths. Our approach here is to begin with 2 constraints at least whilst assuming that we are given the $w_{max}$ and a tilt of 5. It is important to note that, if these assumptions do not hold, the bounds of Corollary 12 do not apply. The results obtained here must then be viewed as approximations without formal guarantees (similar to, for example, the belief propagation algorithm). An alternative approach that can recover the formal guarantees while approximating the structure of the problem is as follows: we cap the range of the weight function from above and below in service of a small tilt. This has the effect of “flattening” the density landscape, and may prevent the excessive number of volume computations needed for large ($\geq 7$) cycle lengths. A comprehensive investigation of such strategies is left for future work.
strong tolerance-confidence guarantees can be inherited in this more complex setting. WMI and weighted SMT theories allow a natural encoding of hybrid graphical networks while also admitting the specification of arithmetic constraints in conditional queries, all of which are difficult to realize in traditional representations. We demonstrated its practical efficacy in a complex novel application, and we believe, in general, the ideas of our approach would put hybrid domains within the reach of other WMC solvers.

Acknowledgements

The authors thank Kuldeep Meel, Supratik Chakraborty, and Moshe Vardi for their generous help. Vaishak Belle is partially funded by the Research Foundation-Flanders (FWO-Vlaanderen) project on Data Cleaning and the KU Leuven GOA on Declarative Modeling for Mining and Learning. Guy Van den Broeck is supported by the Research Foundation-Flanders.

References


