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Overview

1. What are probabilistic circuits?
tractable deep generative models

2. What are they useful for?
controlling generative Al

3. What is the underlying theory?
probability generating polynomials



Pr(X) =), Pr(X,Y)

M High-dimensional probabilistic models take
various forms: classically-studied models such
as multivariate Gaussians and Erd6s-Rényi
graphs, models with roots in statistical physics
such as stochastic block models and Ising
models, probabilistic graphical models such as
Bayesian networks and Markov random fields,
as well as the class of implicit generative
models, such as generative adversarial
networks and large language models A
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Probabillistic circuits

computational graphs that recursively define distributions
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computational graphs that recursively define distributions
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Probabillistic circuits

computational graphs that recursively define distributions
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X1 X1 Xl

p(X1) = wip; (X1) + wapa (X1)
= = if you prefer arithmetic circuit

mixtures syntax with one single input X,



Probabillistic circuits

computational graphs that recursively define distributions

©

—-X w1 w2
X1 X1 X1 Xl X2

p(X1) = wip; (X1) + wapa (X1) p(X1,X2) = p(X1) - p(X2) %
= =
mixtures factorizations



Likelihood p(X; =—1.85,X,=0.5,X3 =—1.3,X; =0.2)




Likelihood p(X1 =-1.85,X, =05, X3 =-1.3,X, =0.2)




Likelihood p(X1 = —1.85, X, =0.5,X3 = —1.3, X4 = 0.2)
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Tractable marginals

A sum node is smooth if its children depend on the same set of variables.

A product node is decomposable if its children depend on disjoint sets of variables.

(X)
W W W
X1 Xo X3

smooth circuit decomposable circuit

(~homogeneous) (=syntactically multilinear)

wy wa

X1 X1



m ull decomposability gl tractable MAR

If p(x) = >, wipi(X), (smoothness):

—> integrals are “pushed down” to children

[Darwiche & Marquis JAIR 2001, Poon & Domingos UAI11]



m ul decomposability g tractable MAR
If p(x,y,2z) = p(x)p(y)p(2), (decomposability):

///p(x’y’z)dXdydz:
:/ / / p(x)p(y)p(z)dxdydz =
— / p(x)dx / p(y)dy / il

—> integrals decompose into easier ones




Forward pass evaluation for MAR /Q\

=—> linear in circuit size! @ @ @ @
— AR

E.g. to compute p(x2, 74): Xl/ | | \X1
B leafs over X; and X3 output Z; = [ p(x;)dx; ?1/@ @\?z

— for normalized leaf distributions: @ @ @ @
B leafs over X5 and X4 output |37/ T >(T)< >< T

B feedforward evaluation (bottom-up) @ @ @ @




O Generate a sentence using "frisbee", "caught" and "dog",
M following the given order.
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O Generate a sentence using "frisbee", "caught" and "dog",
) following the given order.

After a perfect throw, the frisbee glided through the air,

and the dog, with incredible agility, caught it mid-flight. ChatGPT

O That's not correct. Generate a sentence using "frisbee",
(— ) "caught” and "dog". The keywords should appear in the
order as specified.

Here's the correct sentence: The dog caught the frisbee
in mid-air, showing off its amazing catching skills. ChatGPT

() Afrisbee is caught by a dog. o
‘E A pair of frisbee players are caught in a dog fight. eralo




What do we need?

Prefix; “The weather is”

Constraint a: text contains “winter”

Model only does p(next-token|prefix) =

We need p(next-token|prefix, a) =

cold

0.05

warm

0.10

cold

0.50

warm

0.01

X Z p(next-token, text, prefix, a)

" Marginalization!




CommonGen: a Challenging Benchmark

Given 3-5 keywords, generate a sentence using all keywords,
in any order and any form of inflections. e.qg.,

Input: snow drive car
Reference 1: A car drives down a snow covered road.

Reference 2: Two cars drove through the snow.

Constraintain CNF: (w, V... Vw, JA ... AW ,V..Vw

1,d1) m,dm)

Each clause represents the inflections for one keyword.



Distill an HMM p, _ that approximates Pyor

1. HMM with 4096 hidden states and 50k emission tokens, minimizing KL(pgpt o

2. Leverages latent variable distillation for training PCs at scale [ICLR 23].

3. Efficient algorithm for computing p(a | x, ., ,) with constraint a in CNF:
For m clauses and sequence length n, time-complexity for HMM generation is O(2!™in)

Anji Liu, Honghua Zhang and Guy Van den Broeck. Scaling Up Probabilistic Circuits by Latent Variable Distillation, 2023.



http://starai.cs.ucla.edu/papers/LiuICLR23.pdf

Lexical Constraint a: sentence contains keyword “winter”

GelaTo

Overview Constraine-.d Generation: Pr(x,, | | @, x;., = "the weather is")
X intractable \k efficient
v
Pre-trained Tractable
Language Model Probabilistic Model
L Pryp (i 1 x1.) X1 | Propyla| Xp, xy.,)
cold 0.05 cold 0.50
warm 0.10 warm 0.01

Honghua Zhang, Meihua Dang, Nanyun Peng and Guy Van den Broeck. Tractable Control for Autoregressive Language Generation, 2023.


https://arxiv.org/pdf/2304.07438.pdf

Lexical Constraint a: sentence contains keyword “winter”

GelaTo

Overview Constraine-.d Generation: Pr(x,, | | @, x;., = "the weather is")
X intractable \k efficient
v
Pre-trained Tractable
Language Model Probabilistic Model
Xr+1 Pry (X1 1% X1 | Proppfer| Xy, %1.0)
cold 0.05 cold 0.50
warm 0.10 warm 0.01
X1 Py | s Xy
cold 0.025
warm 0.001

Honghua Zhang, Meihua Dang, Nanyun Peng and Guy Van den Broeck. Tractable Control for Autoregressive Language Generation, 2023.


https://arxiv.org/pdf/2304.07438.pdf

C Ontr Ol pgpt Vi ) thm Language model is fine-tuned to perform

constrained generation (e.g. seg2seq)

we View Xy 1 | X1, @) and pg, (x| xy.,) @s
classifiers trained for the same task with different

biases; thus we generate from their weighted
geometric mean:

o ons : ' 5 ra Wi
Py | %1 @) X Pppyn Xy 1 [ X0, Doy [27.) 7

Method Generation Quality Constraint Satisfaction
ROUGE-L BLEU-4 CIDEr SPICE Coverage Success Rate
Supervised dev test  dev  test dev test dev test dev test dev test
NeuroLogic (Lu et al., 2021) - 42.8 - 26.7 - 14.7 - 30.5 - 91.1 - 93.91
A*esque (Lu et al., 2022b) - 43.6 - 28.2 - 152 - 30.8 - 97.8 - 97.97
NADO (Meng et al., 2022) 444t - | 308 - 1617 - | 32.0f 2 97.1 = 88.81 :
GeLaTo 46.0 456 | 341 329 | 167 168 | 31.3 319 | 100.0 100.0 | 100.0 100.0

Honghua Zhang, Meihua Dang, Nanyun Peng and Guy Van den Broeck. Tractable Control for Autoregressive Language Generation, 2023.


https://arxiv.org/pdf/2304.07438.pdf

Advantages of GelaTo:

1. Constraint a is guaranteed to be satisfied:

for any next-token x_, , that would make a unsatisfiable, p(x, | x, .., ) = 0.

2. Training p, _ does not depend on q,

which is only imposed at inference (generation) time.

3. Can impose additional tractable constraints:
o keywords follow a particular order

o keywords appear at a particular position
o keywords must not appear

Conclusion: you can control an intractable generative model
using a tractable probabilistic circuit.



Probabilistic circuits seem awfully general.

Are all tractable probabilistic models
probabllistic circuits?




Enter: Determinantal Point Processes (DPPs)

DPPs are models where probabilities are specified by (sub)determinants

Global Negative Dependence

1 0.9 0.8 0]

L = 09 097 096 O
108 096 1 0 Diversity in recommendation systems

| 0 0 0 1.

Tractable likelihoods and marginals

PrL(X1 = 1,X2 = O,X3 = 1,X4_ = O)

= der + )ttty



Are all tractable probabilistic models
probabilistic circuits?

Determinantal
Point Processes

Probabilistic
Circuits

Bounded

Treewidth
Graphical
Models



http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf

Are all tractable probabilistic models
probabilistic circuits?

Probabilistic Determinantal
Circuits Point Processes

Positive Fully
Dependence | Factorized

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.


http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf

A separation between PCs and DPPs

Theorem (Martens and Medabalimi, 2014). Let P, be the uniform distribution
over spanning trees on K,,. Forn > 20, the size of any smooth and decomposable
PC that represents P, is at least 2™/30240,

Theorem (Snell, 1995). The uniform distribution over spanning trees on the
complete graph K,, is a DPP over (72’) edges.

Probabilistic Determinantal
Circuits Point Processes

Positive Spanning Tree
Dependence Distributions




Probabilistic Generating Circuits

Probabilistic
Generating Circuits

Determinantal
Point Processes

Probabilistic
Circuits

A Tractable Unifying Framework for PCs and DPPs
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http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

Probability Generating Functions
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http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

Probability Generating Functions

0 0 1 | 0.08 + 0.482323 4 0.1225 + 0.0823 + 0.02.

O 1 0 |0.12

o 1 1 |048

1 0 0 | 0.02

1 0 1 | o008

1 1 0 0.04 g5 = (0.1(z1 + 1)(622 + 1) — 0.42122)(0.823 + 0.2)
(11 1 [016)

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.


http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

Probabilistic Generating Circuits (PGCs)
) %

1. Sum nodes EBwith weighted edges to
children.

2. Product nodes ® with unweighted
edges to children.

3. Leaf nodes: z_i or constant.
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http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

How to extract the right
monomial’s coefficient?

PGCs Support Tractable Likelihoods
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http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

PGCs Support Tractable Likelihoods

0

if X;

How to extract the right
monomial’s coefficient?

complexity
O(circuit size x degree)

) [ p(t) = apth + -+ ayt ]

e Monomials setting to true variables that
must be false are 0-ed out

® Only the monomial that sets all required
variables to true has max degree.

!

[ a; gives the answer J

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021 & Harviainen et al., UAI 2023


http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

How to sum the right
monomial’s coefficients?

PGCs Support Tractable Marginals
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http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

How to sum the right

PGCs Support Tractable Marginals monomial’s coefficients?

Purely
symbolic

= [ p(t) = apth + -+ ayt ]

p
lf X — e Monomials setting to true variables that
must be false are 0-ed out
i — < lf X e Other monomials contribute to result.
L e  Only monomials that set all required
\ 1 if XZ o variables to true have max degree.

!

[ a; gives the answer J

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.


http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

t ifX; =1
Example z=q0 ifx;=0
1 ifX, =7
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t ifX; =1
Example z=q0 ifx;=0
1 ifX, =7

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.


http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

t

it X; =1

Example z =10 ifx;
if X;

1
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Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.


http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

Probabilistic circuits are probabilistic generating circuits

PCs represents probability mass functions:
mg = 0.16X,X,X; + 0.04X, X, X; + 0.08X, X, X; + 0.02X, X, X;
+0.48X, X, X; + 0.12X, X, X; + 0.08X, X, X; + 0.02X, X, X;

PGCs represent probability generating functions:
gp = 0.162,2p23 + 0.04z,2; + 0.08z,z; + 0.02z,
+0.482,2; + 0.12z, + 0.08z;z; + 0.02

Given a smooth & decomposable PC, by setting Z-to 1, and X; to z;,

we obtain an equivalent PGC

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn


http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

DPPs are probabilistic generating circuits

The generating polynomial for a DPP with kernel L is given by:

gL det(I 4+ Ldiag(z1,...,2n))-

~ det(L + 1)



http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

DPPs are probabilistic generating circuits

The generating polynomial for a DPP with kernel L is given by:

1
— I+ Ldi ey Zn)).
gr det(L 1 1 det(I + Ldiag(z1,...,2n))



http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

DPPs are probabilistic generating circuits

The generating polynomial for a DPP with kernel L is given by:

1
= det(] + Ldi ey Zn)).
gL det(L+ 1 et(I + Ldiag(21,...,2n))
Division-free determinant algorithm
(Samuelson-Berkowitz algorithm)

4

{ g1 can be represented as a PGC of size 0(n*) }

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.


http://starai.cs.ucla.edu/papers/ZhangICML21.pdf

Probabilistic generating circuits seem
awfully general.

Are all tractable probabilistic models
probabilistic generating circuits?




Beyond marginal probabilities

systematically derive tractable inference algorithm of complex queries

Tract. Conditions

Hardness

CROSS ENTROPY
SHANNON ENTROPY

RENYT ENTROPY

MUTUAL INFORMATION

KULLBACK-LEIBLER DI1V.

RENYI’S ALPHA D1v.

ITAKURA-SAITO DI1V.
CAUCHY-SCHWARZ DI1V.

SQUARED LOSS

Query
— [ p(x)log g(x) dX
—> p(x )logp( )
(1—a) tlog [p*(x) dX,a € N
(1 —a) 'log [p*(x )dX
[p(x, y)log(p(, y)/(p(z
Ip(x)log(p(x )/ (z))dX
(1 —a)~tlog [p(z
ﬂ—@)‘llog fp'

og ——J2@a(@)3dX
vV IP2( :c)deq ()dX
[(p(x) — q(x))?d X

aae R
p(y))

O‘(CB) dX, a0 € N
“(x)dX,a R
J’[I’(ZU)/Q( )—10g([)( )/q(x)) —1]d X

Cmp, g Det
Sm, Dec, Det
SD

Sm, Dec, Det
Sm, SD, Det*
Cmp, Det
Cmp, g Det
Cmp, Det
Cmp, Det

Cmp
Cmp

#P-hard w/o Det
coNP-hard w/o Det
#P-hard w/o SD
#P-hard w/o Det
coNP-hard w/o SD
#P-hard w/o Det
#P-hard w/o Det
#P-hard w/o Det
#P-hard w/o Det

#P-hard w/o Cmp
#P-hard w/o Cmp

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurlPS, 2021.


http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf

Conclusions

1. What are probabilistic circuits?
tractable deep generative models

2. What are they useful for?
controlling generative Al

3. What is the underlying theory?
probability generating polynomials



Thanks

This was the work of many wonderful
students/postdocs/collaborators!

References: http://starai.cs.ucla.edu/publications/
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