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1. What are probabilistic circuits?
  tractable deep generative models

 

2. What are they useful for?
    controlling generative AI

 

3. What is the underlying theory?
             probability generating polynomials 
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computational graphs that recursively define distributions

 
⇒ 
mixtures
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A sum node is smooth if its children depend on the same set of variables.

Tractable marginals

Darwiche and Marquis, “A Knowledge Compilation Map”, 2002

A product node is decomposable if its children depend on disjoint sets of variables.



[Darwiche & Marquis JAIR 2001, Poon & Domingos UAI11]
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Cute, but these models cannot compete?

bpd 2008-2020 2020-2021 ICLR 22 NeurIPS 22 ICLR 23 Today

Tabular 😐 😊 🍰 🍰 🍰 🍰
MNIST 😱 😱 > 1.67 1.20 1.14 🍰 🍰

F-MNIST 😱 😱 > 4.29 3.34 3.27 🍰 🍰
EMNIST-L 😱 😱 > 2.73 1.80 1.58 🍰 🍰

CIFAR 😱 😱 😱 > 5.50 😱 4.38 3.87

Imagenet32 😱 😱 😱 😱 4.39 4.06

Imagenet64 😱 😱 😱 😱 4.12 3.80
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Discrete Flow Hierarchical VAE PixelVAE
MNIST 1.90 1.27 1.39

F-MNIST 3.47 3.28 3.66
EMNIST-L 1.95 1.84 2.26



Cute, but these models cannot compete?
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General-purpose architecture

Custom GPU kernels

Pruning without losing likelihood Latent Variable Distillation



Cute, but these models cannot compete?

bpd 2008-2020 2020-2021 ICLR 22 NeurIPS 22 ICLR 23 ICML 23

Tabular 😐 😊 🍰 🍰 🍰 🍰
MNIST 😱 😱 > 1.67 1.20 1.14 🍰 🍰

F-MNIST 😱 😱 > 4.29 3.34 3.27 🍰 🍰
EMNIST-L 😱 😱 > 2.73 1.80 1.58 🍰 🍰

CIFAR 😱 😱 😱 > 5.50 😱 4.38 3.87

Imagenet32 😱 😱 😱 😱 4.39 4.06

Imagenet64 😱 😱 😱 😱 4.12 3.80

Flow Hierarchical VAE Diffusion
CIFAR 3.35 3.08 2.65

Imagenet32 4.09 3.96 3.72
Imagenet64 3.81 - 3.40
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ChatGPT

A frisbee is caught by a dog.
A pair of frisbee players are caught in a dog fight.

ChatGPT

GeLaTo



Diffusion models are good at fine-grained details, but 
not so good at global consistency of generated images.

Inpainting/constrained generation is still challenging



Tiramisu

Inpainting/constrained generation is still challenging



Train some              for a specific task distribution
   (amortized inference, encoder, masked model, seq2seq, prompt tuning,...)

Train

What do we have?

Prefix: “The weather is”

Constraint α: text contains “winter”

Model only does



What do we need?

Prefix: “The weather is”

Constraint α: text contains “winter”

Marginalization!

Generate from



Distill an HMM phmm that approximates pgpt

1. HMM with 4096 hidden states and 50k emission tokens

2. Data sampled from GPT2-large (domain-adapted), minimizing KL(pgpt∥pHMM)

3. Leverages latent variable distillation for training PCs at scale [ICLR 23]. 
(Cluster embeddings of examples to estimate latent Zi)

Anji Liu, Honghua Zhang and Guy Van den Broeck. Scaling Up Probabilistic Circuits by Latent Variable Distillation, 2023. 

http://starai.cs.ucla.edu/papers/LiuICLR23.pdf


Computing p(α | x1:t+1)

For constraint α in CNF:

(w1,1 ∨ … ∨ w1,d1) ∧ … ∧ (wm,1 ∨ … ∨ wm,dm)

where each wij is a keyword (i.e. a string of tokens), 
representing that wij appears in the generated text.

e.g.,  α = ("swims" ∨ "like swimming") ∧ ("lake" ∨ "pool")

Honghua Zhang, Meihua Dang, Nanyun Peng and Guy Van den Broeck. Tractable Control for Autoregressive Language Generation, 2023.

https://arxiv.org/pdf/2304.07438.pdf


Computing p(α | x1:t+1)

For constraint α in CNF:

(w1,1 ∨ … ∨ w1,d1) ∧ … ∧ (wm,1 ∨ … ∨ wm,dm)

where each wij is a keyword (i.e. a string of tokens), 
representing that wij appears in the generated text.

e.g.,  α = ("swims" ∨ "like swimming") ∧ ("lake" ∨ "pool")

Efficient algorithm: 
For m clauses and sequence length n, time-complexity for HMM generation is O(2|m|n)

Trick: dynamic programming with clever preprocessing and local belief updates

Honghua Zhang, Meihua Dang, Nanyun Peng and Guy Van den Broeck. Tractable Control for Autoregressive Language Generation, 2023.

https://arxiv.org/pdf/2304.07438.pdf


CommonGen: a Challenging Benchmark

Given 3-5 concepts (keywords), goal is to generate a sentence using all keywords, 
in any order and any form of inflections. e.g.,

 Reference 1: A car drives down a snow covered road.

 Input: snow drive car

 Reference 2: Two cars drove through the snow. 

(w1,1 ∨ … ∨ w1,d1) ∧ … ∧ (wm,1 ∨ … ∨ wm,dm)

Each clause represents the inflections for one keyword.



GeLaTo 
Overview
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Language model is fine-tuned to perform 
constrained generation (e.g. seq2seq)

Honghua Zhang, Meihua Dang, Nanyun Peng and Guy Van den Broeck. Tractable Control for Autoregressive Language Generation, 2023.

https://arxiv.org/pdf/2304.07438.pdf


Advantages of GeLaTo:

1. Constraint α is guaranteed to be satisfied: for any next-token xt+1 that 
would make α unsatisfiable, p(xt+1 | x1:t, α) = 0 for both settings.

2. Training phmm does not depend on α, which is only imposed at inference 
(generation) time. Once phmm is trained, we can impose whatever α.

3. We can impose additional tractable constraints:
○ The keywords are generated following a particular order.
○ (Some) keywords must appear at a particular position.
○ (Some) keywords must not appear in the generated sentence.

Conclusion: you can control an intractable generative model 
using a tractable probabilistic circuit.



Tiramisu

Inpainting/constrained generation is still challenging



Constrained posterior in diffusion models

Computing or sampling from the constrained posterior
                  is intractable for diffusion models.

Unconstrained denoising step:

Constrained denoising step:

Constraint c on the generated image (e.g., inpainting)



From the diffusion model:
Good at generating vivid details

From the probabilistic circuit:
Exact samples – better global coherence

Denoising



Controlling the denoiser with a probabilistic circuit



High-resolution image benchmarks



Qualitative results on high-resolution image datasets



1. What are probabilistic circuits?
  tractable deep generative models

 

2. What are they useful for?
    controlling generative AI

 

3. What is the underlying theory?
             probability generating polynomials 

Outline



Probabilistic circuits seem awfully general. 

Are all tractable probabilistic models 
probabilistic circuits?



Enter: Determinantal Point Processes (DPPs)

DPPs are models where probabilities are specified by (sub)determinants
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Tractable likelihoods and marginals

Global Negative Dependence

Diversity in recommendation systems



Are all tractable probabilistic models 
probabilistic circuits?

Bounded 
Treewidth 
Graphical 
Models 

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

Probabilistic 
Circuits

Determinantal
Point Processes

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


Are all tractable probabilistic models 
probabilistic circuits?

Positive 
Dependence

Fully
Factorized

Probabilistic 
Circuits

Determinantal
Point Processes

Honghua Zhang, Steven Holtzen and Guy Van den Broeck. On the Relationship Between Probabilistic Circuits and Determinantal Point Processes, UAI, 2020.

http://starai.cs.ucla.edu/papers/ZhangUAI20.pdf


A separation between PCs and DPPs



Probabilistic Generating Circuits

Probabilistic
Circuits

Determinantal 
Point Processes

Probabilistic 
Generating Circuits

A Tractable Unifying Framework for PCs and DPPs
Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf
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Probability Generating Functions

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


1. Sum nodes         with weighted edges to 

children. 

2. Product nodes         with unweighted 

edges to children.

3. Leaf nodes: z_i or constant.

Probabilistic Generating Circuits (PGCs)

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


PGCs Support Tractable Likelihoods

 

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

How to extract the right 
monomial’s coefficient?

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


PGCs Support Tractable Likelihoods

Purely 
symbolic

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021 & Harviainen et al., UAI 2023

 

● Monomials setting to true variables that 
must be false are 0-ed out

● Only the monomial that sets all required 
variables to true has max degree. 

How to extract the right 
monomial’s coefficient?

 

 complexity 
O(circuit size x degree)

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


PGCs Support Tractable Marginals

 

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

How to sum the right 
monomial’s coefficients?

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


PGCs Support Tractable Marginals

 

Purely 
symbolic

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

 

● Monomials setting to true variables that 
must be false are 0-ed out

● Other monomials contribute to result. 
● Only monomials that set all required 

variables to true have max degree.

How to sum the right 
monomial’s coefficients?

 

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Example

 

 

 

 

  

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


 

 

 

 

    

  

 

 

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

Example

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


 

 

 

 

    

  

 

 

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

Example

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Probabilistic circuits are probabilistic generating circuits

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

PCs represents probability mass functions:

PGCs represent probability generating functions:

Given a smooth & decomposable PC, by setting     to 1, and     to    , 

we obtain an equivalent PGC 

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


DPPs are probabilistic generating circuits

 

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

We need it as a sum of products to obtain a 
Probabilistic Generating Circuit

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


DPPs are probabilistic generating circuits

 

Constant

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

We need it as a sum of products to obtain a 
Probabilistic Generating Circuit

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


DPPs are probabilistic generating circuits

 

 

Division-free determinant algorithm
(Samuelson-Berkowitz algorithm)

Constant

Honghua Zhang, Brendan Juba and Guy Van den Broeck. Probabilistic Generating Circuits, ICML, 2021.

http://starai.cs.ucla.edu/papers/ZhangICML21.pdf


Beyond DPPs: Strongly Rayleigh Distributions

We can efficiently sample from strongly Rayleigh distributions by 
MCMC (with polynomial bound on mixing time)

DPPs are strongly Rayleigh distributions

…



Relationship between PGCs and SR Distributions

DPPs

Compact
PGCs

SR 
Distributions
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Relationship between PGCs and SR Distributions

DPPs

Compact
PGCs

SR 
Distributions



Probabilistic generating circuits seem 
awfully general. 

Are all tractable probabilistic models 
probabilistic generating circuits?



    

Queries as pipelines: KLD

 

 

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Queries as pipelines: Cross Entropy

 

⇒ we can reuse the 
operations!

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


 

Determinism

Darwiche and Marquis, “A Knowledge Compilation Map”, 2002



smooth,
decomposable,
deterministic

smooth,
decomposable

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Tractable circuit operations

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


Inference by tractable operations
systematically derive tractable inference algorithm of complex queries

Antonio Vergari, YooJung Choi, Anji Liu, Stefano Teso and Guy Van den Broeck. A Compositional Atlas of Tractable Circuit Operations for Probabilistic Inference, NeurIPS, 2021.

http://starai.cs.ucla.edu/papers/VergariNeurIPS21.pdf


1. What are probabilistic circuits?
  tractable deep generative models

 

2. What are they useful for?
    controlling generative AI

 

3. What is the underlying theory?
             probability generating polynomials 

Conclusions



Thanks

This was the work of many wonderful 
students/postdocs/collaborators!

References: http://starai.cs.ucla.edu/publications/ 

Honghua
Zhang                                     

Meihua
Dang                                     

Anji 
Liu

http://starai.cs.ucla.edu/publications/

