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Can BERT Learn Logical Reasoning?

What is Logical Reasoning Sampling Data from SimpleLogic

1. Deductive Reasoning: the ability to draw conclusions (1) Randomly sample facts & rules.

only based on given facts and rules Facts: B, C
4 5 ' Rules: A,B>D.B>E.B,C>F
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Rule-Priority

(2) Compute the correct
labels for all predicates given
the facts and rules.
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2. We say a model can reason if it can reliably emulate
a reasoning function (e.g., forward chaining).

SimplelLogic
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/Facts:
Alice is fast.

Alice is normal.

Rules:

If Alice is fast and smart, then Alice is bad.
If Alice is normal, then Alice is smart.

If Alice is normal and happy, then Alice is sad.

(2) Set B, C (randomly chosen

among B, C, E, F) as facts and
sample rules (randomly)

(1) Randomly assign labels to

predicates. consistent with the label
Query 1: Alice is bad. [Answer: True] True: B,C,E, F. assignments.
False: A, D.

Query 2: Alice is sad. [Answer: False]

We construct two datasets RP and LP, each with 280k
examples, sampled from Rule-Priority and Label-Priority.

1. SimpleLogic is a tractable fragment of logical
reasoning problems in propositional logic:

a. bounded vocabulary (< 150) & bounded number Paradox

of rules/facts (< 120).

. bounded reasoning steps (< 6).

b a , 260 Train Test 0 1 2 3 4 5 6

c. finite domain (= 10°°° examples).

d. onlv definite clauses. RP | 999 99.8 99.7 993 98.3 975 95.5
y . RP 1P| 998 998 993 960 904 75.0 57.3

e. predicates are purely symbolic.

RP | 973 669 53.0 542 595 656 69.2

LP 1P 11000 1000 999 999 997 997 99.0

2. No language variance: templated language.

Test accuracy on LP/RP for the BERT model trained on LP/RP; the
accuracy is shown for examples with reasoning depth from 0 to 6.
BERT trained on RP achieves almost perfect test accuracy; however,
the accuracy drops significantly when it's tested on LP (vice versa).

1. If BERT has learned to reason,
it should not exhibit such generalization failure.

3. Examples are self-contained and require no prior
knowledge.

4. Transformers can solve SimplelLogic:

Theorem. for transformer encoders with n layers

and 12 attention heads, there exists a set of
2. If BERT has not learned to reason,

it is baffling how it achieves near-perfect in-distribution
test accuracy.

parameters that it correctly solves all reasoning
problems in SimpleLogic with depth < n - 2.
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BERT Learns Statistical Features

What is Statistical Feature

If a certain statistic of examples has a strong correlation
with their labels but cannot be used to fully determine the
labels, we call it a statistical feature.

Statistical Features are Inherent

Monotonicity of entailment: any facts and rules can be
freely added to the hypothesis of any proven fact.

The more rules given, the more likely a predicate is proved.

Pr(label = True | rule# = x) should increase (roughly)
monotonically with x
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Removing Statistical Feature (is Hard)
We down-sample from RP to obtain RP_b such that:

1. Pr(label =True | rule# = x) = 0.5 for all x

2. Pr(rule# = x) stays the same as RP
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We need to sample roughly 10x RP before down-sample,
taking more than a day on a 40-core CPU. Cost of sampling

grows exponentially for jointly removing statistical features.

BERT uses Statistical Features

Train Test 0 1 2 3 4 5 6]

RP [99.8 9977 99.7 994 985 98.1 97.0
RP_b RP_b|994 996 99.2 98.77 978 96.1 94.4
LP |199.6 996 99.6 97.6 93.1 813 68.1

RP | 999 998 99.7 993 983 975 955
RP RP_b|99.0 99.3 985 975 96.7 935 &8.3
LP | 998 99.8 993 96.0 904 75.0 57.3

Test accuracy for the BERT model trained on RP/RP_b

1. BERT trained on RP fails to generalize to RP_b, suggesting
that BERT leverages rule# to make predictions.

2. BERT trained on RP_b generalizes slightly better, indicating
that statistical features inhibit model generalization.

Statistical Features Explain the Paradox

Pr(label =1 | rule#, pred#=30)
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Pr(label = True | rule#) for LP (left) and uniform distributions (right).

Though statistical features are strong signals for in-distribution
examples, they vary as the distribution changes.

Main Message

1. We do not claim/believe that language models cannot be
used to solve any reasoning problems in general :)

2. There is a fundamental difference between learning to
reason and learning to achieve high performance on NLP
benchmarks using statistical features.

3. Caution should be taken when we seek to train neural
models end-to-end to solve logical reasoning tasks.

All arguments extend to other LMs: e.g., we

show that all experiment results hold for T-5.
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