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*In Mathematics, distributions over discrete random variables are often represented 
as probability generating functions (PGFs): each term corresponds to one possible 
assignment and the coefficients give the corresponding probabilities.
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§ We study the use of probability generating functions
(PGFs) as probabilistic models.

§ We propose a new class of TPMs called Probabilistic 
Generating Circuits (PGCs) to represent PGFs efficiently.

§ PGCs support tractable marginals/likelihoods and are 
strictly more expressively efficient than other TPMs 
including decomposable probabilistic circuits (PCs) [1] 
like sum-product networks (SPNs) [2] and determinantal 
point processes (DPPs) [3].

What are TPMs?

Probabilistic	Inference
Pr 𝑋! = 1, 𝑋" = 0 = ?
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Plugging in

Tractable Probabilistic Models (TPMs) are models for 
probability distributions such that:
§ The size of the model is efficient with respect to the # 

of random variables. (expressively efficient)
§ Probabilistic inference is efficient with respect to the 

size of the model. (tractable)

Decomposable PCs (SPNs) as PGCs

Given a smooth and decomposable PC (SPN), by 
replacing its leaf variables accordingly, we immediately 
obtain a PGC that represents the same distribution.

DPPs as PGCs
§ Given a DPP (L-ensemble) with kernel matrix 𝐿, its 

probability generating function is given by [4]:

§ By encoding a polynomial-time division-free 
determinant algorithm [5] as PGC, we obtain a 
polynomial-size PGC that represents the DPP.
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Dependence
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(a) PGCs are strictly more 
expressive than DPPs

(a) PGCs are strictly more 
expressively efficient than SPNs.

*Hierarchical Composition:

Given a “parent” PGC 𝑔(𝑧!, … , 𝑧") and “child”  PGCs 𝑓!, … , 𝑓" on 
distinct variables, the composition 𝑔(𝑓!, … , 𝑓") is a valid PGC. 

Determinantal PGC:
§ DetPGC is constructed by 

taking the hierarchical 
composition* of a DPP 
(represented as a PGC) 
and several “smaller” 
children PGCs. 

§ DetPGC is not trivially 
subsumed by simple 
combinations of SPNs 
and DPPs (e.g., SPNs with 
DPPs as leaves)

SPNs DPPs

PGCs ? What is a simple 
class of PGCs that 
are neither SPNs 

nor DPPs?
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(a) Average log-likelihoods on the 
Twenty Datasets

(b) Average log-likelihoods on the 
Amazon Baby Registries.

Table 1. Bold numbers indicate the best log-likelihood. For SimplePGC, annotations ∗, † and ◦
mean better log-likelihood compared to Strudel, EiNet and MT, respectively. 
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Contributions

Other TPMs as PGCs A Non-trivial Example Experiments: a proof-of-concept
§ Density estimation benchmarks: the Twenty Datasets, the 

Amazon Baby Registries.
§ Model: SimplePGCs, which are mixtures over DetPGCs.
§ Baselines: DPPs, Strudel, Einsum Networks, Mixture of 

Trees.
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PGCs represent PGFs as directed acyclic graphs (DAGs), 
and they contain three types of nodes:
§ Sum nodes        with weighted edges to children.
§ Product nodes        with un-weighted edges to children.
§ Leaf nodes: 𝑧! or constant.

PGCs are strictly more expressively efficient
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