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% Generate a sentence using "frisbee", "caught" and "dog", We propose GelaTo (Generating Language with Tractable Consider a logical constraint a encoded as:
following the given order. Constraints) to guide autoregressive generation from LLMs. (Wl,l V..V Wl,dl) A LA (Wm,l V..V Wm,dm) lc\}/lliglzod C02n:e7pts Plal;Slsbzﬂlty Q;a61;ty Ozvezrgll
After a perfect throw, the frisbee glided through the air Tractable Probabilistic Models (TP.MS) e ggnera’uve each wy; is a a string of tokens (“"keywords”) that must appear NADO 2.71 2.54 2.73 2.54
S — STel s T models py,m (x1.,) that allow efficient conditioning. We o . L ) o ) GeLaTo 2.73 2.52 2.70 2.60
and the dog, with incredible agility, caught it mid-flight. a = ("swims" Vv "like swimming") A ("lake" Vv POO )

use hidden Markov models (HMMs) as an example. Table 2. Human evaluation results on CommonGen (supervised setting).

O That's not correct. Generate a sentence using "frisbee", Need to compute prmm(a|x1.t, X¢41) to enforce a.

() caught” and "dog". The keywords should appear in the

Step 1. Distilli HMM from LM
ep Istilling an rom Run-time Comparison

order as specified. - Train ppmm on D~pyy, to minimize their KL-divergence. Efficient Probabilistic Reasoning for HMMs
— . . . . o . . # of concepts 3 4 5
Here's the correct sentence: The dog caught the frisbee Step 2. Probabilistic Reasonlng with Constraints HMMs detine distributions over X1:n NG latent variables Z1:n- Unsupervised
: L : : : : : . A*esque 472.9 542.5 613.9
in mid-air, showing off its amazing catching skills. - Compute prumm (@lx1., X¢+1) to approximate pry, (alx1.¢, Xe41); PXyps Z4.y) = I I P(z.1 1 2)p(x, | 2,) GeLaTo (16) || 135+44 2194537 393+ 6.3
then generate from: | I t o . GeLaTo (128) || 69.8 £32.3 97.9439.5 143.0 4+ 44.4
: : : : Assume a only contains single-token keywords, then we can Supervised
ChatGPT fails to follow simple logical constraints! Poetato X1 1 X1 @) X Ppy(Xi 1 1210« P | X015 X1.) compute p(az), as well as p(@ym X1.0), by A*esque 8.5 9.6 11.4
' ' ' GPT2 (16) 5.8 £ 1.1 13.0 £ 1.6 29.3 3.2
*GelaTo can also helo bromoting! _ Z Z — GPT2 (128) 94+18 2114119 337435
. P PIETPENS P(%n|2) PUOAW) 1. | 24 DP i1 [ 2DP (% = W1 2)) GeLaTo (16) || 111428 220+50  41.6+56
Given some prompt & that represents «, e.g., “keywords wevocab z,,, GeLaTo (128) || 49.8 £20.8 88.7+£30.5 127.6+30.4
= XXX", we can combine and by taking their : : . . .
Logical Constraint a: e.g., text contains keyword " vinter” Weighted geometric mear?'hmm Pim OY 9 The time complex:ty for samplmg from Table 3. Time (seconds) for generating one sentence on CommonGen.
. ' m
: : . : 1— Pgelato (X1:n]@) is O(2™n)
Constrained Autoregressive Generation. Our goal is to pgelato(xt+1 | X1 78, @) & Ppy Xy | X1 DY P (K | X @)Y | B
generate from Yelp!Review and News: fixing order of keywords
— *GelaTo can enforce various logical constraints . .
p(xy., | a) I I tp(xt+1 | %, @) I The Yelp!Review and News datasets are similar to

Keywords appear (in any order/torm of inflections) Commonsense Generation (CommonGen) CommonGen except for that they require keywords to

Some) keywords are generated following a specitic order. Input Concepts: snow, car, drive appear in the given order.

at each step, e.g., suppose we have generated the first t ; (
3. (Some) keywords must appear at specitied positions.
4. (

tokens x1.+ as “the weather is”; then we generate the next
token x;;, from

Output 1: The car drives down a snow-covered road.

Some) keywords must not appear in the generated text. T Method \Dataset || Yelp!Review News
P(xt+1 ‘xlzt, Q) X P(xt+1 "xlzt) Ip(a] xt+1’x1:t) Output 2: Driving through the snow, the car crashed. T Net . 50
Method Generation Quality Constraint NADO 6.0 4.5
x p ( o | . ) L X p (a | e e ) ROUGE-L BLEU-4 CIDEr Success Rate GeLaTo 6.6 5S4
+1 Im\M+1 1Mt 1+1 Im t+1°'1:¢t . . . A ]
d 0.05 et 5 TS . 1. LOgIC8| constraint a IS guaranteed to be satisfied. Igggger\zzsed d_ev t?St 1cée17/ t?St d_ev tht l(c)l(e)vo te_st Table 4. BLEU-4 scores for Yelp!Review and News datasets
<o : : _C_<2|9| _________ - ' - When generating next token x;,4, if x,4; = w would NeuroLogic - 41.9 - 247 - 14.4 - -
warm 0.10 {warm ? ‘ make o unsatisfiable, then pgearo (X411, x1.) = 0; hence 113:%%;16 - M3 e 286 | - 156 | - -
Off-the-shelf LM Steers LM to satisfy a. w would not be generated. GeLaTo 443 438 | 30.3 29.0 | 156 155 | 100.0 100.0 55T ] ofes
distributi V intractable for LLM x Supervised dev test  dev  test dev test dev test Paper - — L Code 2
Istribution. ntractable for > 2. The training of ppmm does not depend on a, which is NeuroLogic - 428 - 267 - 147] - 939¢ i f"_:_l:ln
ReqUireS marginalization over a|| Oﬂly imposed during generation. Once Phmm IS trained, Atesque _ T 6 . 282 i T 1>-2 _ T 97‘9T - ﬂilEﬁ
. . NADO 44 4 - 30.8 - 16.1 - 38.8 - gt
suffixes x,, 1., containing “winter”. GelaTo generalizes to any tractable constraints. Gel aTo 465 459 | 340 341 | 172 175 | 1000  100.0 ICML 2023 [w] 3y
Table 1. Automatic evaluation results on CommonGen.
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