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Overview Inference with Corpus-Statistics Constraints

Task: Cross-lingual Dependency Parsing + Lagrangian Relaxation (Right)

QW\ /\/\ l - Constrained inference problem can be formulated as an ILP:

We are trying to capture differences between languages .

“ r;leagzku S( )yk(l . s.t. m—60; <R(;,Y)<r;+06;, i€][N]
(hi) T8 BRT UEET TR TR 21 - Solve approximately by Lagrangian Relaxation:
(zh) RERMEMNFIREFIZ.  Lagrangian multipliers A — relax the constraints.
Motivations (es) La oracion anterior es lo que supongo. . Iteratively (A(t) Inferenci v Gradlenf A(t+1))
* Prior work: focus on capturing commonalities between languages. » Inference with the trained multipliers 2.

» Leverage linguistic properties of the target to facilitate the transfer.
Contributions

 Posterior Regularization (Middle).

Sentence wy

» We explore corpus linguistic statistics derived from WALS features * Treat the model as a probability model py: S £4 (E’r_ap n-Based Parser
- - _ . . . . core(k) dalrix
and compll§ them Into c_orpus wise constraints to guide the inference b (i, /) & exp S( ) P Slf," D/. |
process during the test time. ;‘; (545)'
» We improve the performances on 17 out of 19 target languages. * Define the feasible set Q by constraints: |
] — Hi < R(Cl’, C[) < T; + Hl‘,i = [N] FeZiigTv]%iSt'
BaC kg rou nd . : : : : f l MAP Inference
Graph-Based Parser: * Find the closest distribution 1n Q from pg: S——
 Assigns a score for every word pair and conducts inference to g* = argmin KL(q||pg) Ig;‘éfii free Y Cﬁiﬁiﬁd
derive a directed spanning tree with the highest accumulated score. 1€0Q
* Integer linear program (ILP) Inference: max 2., ; ; Sl(] ) Vi (T, ) * MAP inference based on the feasible
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distribution g~.
Corpus-Statistics Constraints Y = argmaxq*(Y)

: Y
Unary constraints: =Y N KL(QlIPg) s SetQ
» Statistics regarding a particular POS tag (P0OS). = arg max H qi(i, jHye®sn | q’

* E.g. Spanish: ey ’
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DE NOUN VERB DET NOUN ADP DE NOUN ADP NOUN PUNC
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Results

Este triunfo supuso su comienzo en mundo de moda . g : : :
o Significant improvements in low-resource languages. Keep or slightly
Heads of NOUN appears on the left 82.9% of the time. improve the performance in common languages.
Binary constraints:
« Statistics regarding a pair of POS tags (POS4, POS,). . Low-Resource Languages . Common Languages
* E.¢. In Hindi, ADP appears on the right of NOUN in ADP- .
NOUN arcs 99.9% of the time * .
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NOUN ADP NOUN PROPN PROPN VERB AUX PUNCT Urdu Tamil  Turkish Indonesian French German Russian  Suomi
MT A TI HAOT QT 3o1ar g | m baseline mbaseline mLR ®PR
Enjoyment of expenditure  Indian ammy — bears 15  Analysis about individual constraints and the relation between
Constraint: In an ADP-NOUN arc in Hindi, ADP improvements and ratio gap (Highly related, Pearson 0.938).

1s more likely to be on the right.
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Model UAS coverage A O 15 0.
TN baseline 543 N/A NA £ .
NOUN ADP NOUN  PROPN PROPN VERB AUX PUNCT +Proj X /A 03 g -
AT &1 @ %R?ﬁ‘zr@msa‘cﬁ% | - - =100
Enjoyment of expenditure Indian army  bears : +Pr O +C1 57.0 0.24 +2.4 S_ 71.5- X
_ _ _ _ +Proj.+C2  55.7 0.08 +1.1 C 5.0
- Glven parse trees Y and a constraint C, we define the ratio +Proj+C3 550 007  +04 = 25 %
function R(C, Y). o V(i) oracle 584  N/A  +41 < 00|55
e i (ki nect Vie (@, S | . | | | |
R(C)Y) = Ltk LJ)EC 00 01 02 03 04 05

2k 2 ki Nectuc-Yie (L)) ’
- Constraints: statistics of Y consistent with the pre-defined
ratio r:

r—60 <R(C,Y)<r+8. 0: pre-defined margin

ratio gap

Conclusion

_ * Improve 15 and 17 languages out of 19 with LR and PR, respectively.
- WALS features — three types of constraints:

LinearRegression

WALSNOUN )Cl — (NOUN)

» Languages with different word order from English improve significantly.

 Lagrangian relaxation has a greater average improvement, while
WALSg=4 —» C2 = (NOUN, ADP),

WALSg-4 » C3 = (NOUN, AD]J).
- Dominant order - 75% or more.

posterior regularization improves more languages.

* Code and models:
https://github.com/MtSomeThree/CrossLingualDependencyParsing/




