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Why is structure important? 
Hand written recognition example

vWhat is this English letter?

Kai-Wei Chang (kwchang.net/talks/sp.html) 2

=	c,	r,	i,	l,	1,	(,	/

Credit:	Ben	Taskar



Why is structure important? 
Hand written recognition example

vWhat is this English letter?

Kai-Wei Chang (kwchang.net/talks/sp.html) 3

A							cat chases					a					mouse
Det ??											Verb						Det Noun

Part-of-speech	(POS)	tagging:

Noun
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Christopher Robin is alive and well. He is the 
same person that you read about in the book,
Winnie the Pooh. As a boy, Chris lived in a 
pretty home called Cotchfield Farm.  When 
Chris was three years old, his father wrote a 
poem about him. The poem was printed in a 
magazine for others to read.  Mr. Robin then 
wrote a book

Q: [Chris] = [Mr. Robin] ?

Slide modified from Dan RothP.S.	In	fact,	Alan	Alexander	Milne is	the	author.

Kai-Wei Chang (kwchang.net/talks/sp.html)



Complex Decision Structure
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Christopher Robin is alive and well. He is the 
same person that you read about in the book,
Winnie the Pooh. As a boy, Chris lived in a 
pretty home called Cotchfield Farm.  When 
Chris was three years old, his father wrote a 
poem about him. The poem was printed in a 
magazine for others to read.  Mr. Robin then 
wrote a book
P.S.	In	fact,	Alan	Alexander	Milne is	the	author.

Kai-Wei Chang (kwchang.net/talks/sp.html)



Challenges--language is compositional

CS6501– Natural Language Processing 6

Carefully 
Slide



Challenges--language is compositional

CS6501– Natural Language Processing 7

小心: 
Carefully
Careful
Take 
Care
Caution 

地滑: 
Slide
Landslip
Wet Floor
Smooth



Visual recognition

CS6501- Advanced Machine Learning 8
Credit: Dhruv Batra



Human body recognition

CS6501- Advanced Machine Learning 9



Page 10

Joint Inference with General Constraint Structure 
[Roth&Yih’04,07,….]

Recognizing Entities and Relations

Bernie’s	wife,	 Jane,	is	a	native	of	Brooklyn

E1 E2 E3
R12 R23

other 0.05

per 0.85

loc 0.10

other 0.05

per 0.50

loc 0.45

other 0.10

per 0.60

loc 0.30

irrelevant 0.10

spouse_of 0.05

born_in 0.85

irrelevant 0.05

spouse_of 0.45

born_in 0.50

irrelevant 0.05

spouse_of 0.45

born_in 0.50

other 0.05

per 0.85

loc 0.10

other 0.10

per 0.60

loc 0.30

other 0.05

per 0.50

loc 0.45

irrelevant 0.05

spouse_of 0.45

born_in 0.50

irrelevant 0.10

spouse_of 0.05

born_in 0.85

other 0.05

per 0.50

loc 0.45

Models	could	be	learned	separately/jointly;	constraints	may	come	up	only	at	decision	time.

Key	Questions:	
How	to	learn	the	model(s)?	
What	is	the	source	of	the	knowledge?
How	to	guide	the	global	inference?

Joint	inference	gives	
good	improvement	



Structured Prediction Models
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Training/test/dev speed

activity	 cooking

agent woman

food vegetable

Fairness	(data	biases)Learning	signals
Kai-Wei Chang (kwchang.net/talks/sp.html)

How	to	model?



Outline

vPart 1: 14:40-15:50
From binary to structured prediction
-- Introduction to CRF
-- Constrained conditional model

v Part 2: 16:00-17:30
Advanced topics
-- Efficient inference/learning
-- Learning from Indirect supervision signal
-- Reducing human biases in structured models

Kai-Wei Chang (kwchang.net/talks/sp.html) 12



Output

y∈Y

An	item	y
drawn	from	a	label	

space	Y

Input

x∈X

An	item	x
drawn	from	an	
instance	space	X

Learned	Model
y	=	𝑓 𝑥

Supervised learning

13

Target	function
y	=	𝑓∗(x)

CS6501 Lecture 2



Output

y∈Y

An	item	y
drawn	from	a	label	

space	Y

Supervised learning

14

y	is	represented	in	output	space	
(label	space)
Different	kinds	of	output:

• Binary	classification:	
𝑦	 ∈ {-1,1}	

• Multiclass	classification:
𝑦 ∈ {1,2,3, …𝐾}

• Regression:
𝑦 ∈ 𝑅

• Structured	output
𝑦 ∈ 1,2,3, …𝐾 0

CS6501 Lecture 2



Combinatorial optimization problem

𝑦1 = argmax𝒚∈𝒴 𝑓(𝒚;𝒘, 𝒙)

v Inference/Test: given 𝒘, 𝒙, solve argmax
v Learning/Training: find a good 𝒘

ML in NLP 15

input

output space

model parameters 



Binary Linear Classifiers

𝑦1 = argmax𝒚∈𝒴 𝑓(𝒚;𝒘, 𝒙)
v𝒙 ∈ ℝ𝒏,𝒴 = {−1,1}
v 𝑓 𝑦;𝒘, 𝒙 ≝ 𝑦 𝒘C𝒙 + 𝒃 = 𝑦 ∑ 𝑤H𝑥H�

H + 𝒃

v argmax𝒚∈𝒴 𝑓(𝒚;𝒘, 𝒙) = J			1, 𝒘
C𝒙 + 𝑏 ≥ 0

	−1,𝒘C𝒙 + 𝑏 < 0
= sgn 𝒘C𝒙 + 𝒃

(break ties arbitrarily)

CS6501 Lecture 2 16



Recap: Logistic Regression 

Regression                    Logistic regression 

CS6501 Lecture 2 17

Logistic	function

XX

yy



logistic function or sigmoid function

vWhen 𝑧 → ∞ what is 𝜎 𝑧 ?
vWhen 𝑧 → −∞ what is 𝜎 𝑧 ?
vWhen 𝑧 = 0 what is 𝜎 𝑧 ?

CS6501 Lecture 2 18



Probabilistic Interpretation

Assume labels are generated using the following 
probability distribution:

CS6501 Lecture 2 19



vType	equation	here.

CS6501 Lecture 2 20

𝑃 𝑦 𝑥,𝑤 = 𝜎(𝑦𝑤b𝑥)



How to make prediction?

vThe decision boundary?

CS6501 Lecture 2 21

Predict	y=1	if	P(y=1|x,w	)	>	P(y=	-1|x,	w)

log
𝑃 𝑦 = 1 𝑥, 𝑤
𝑃(𝑦 = −1 ∣ 𝑥, 𝑤)

= 𝑤b𝑥	

𝑤b𝑥 > 0	



How to learn models 
-- Maximum likelihood estimation 

Kai-Wei Chang (kwchang.net/talks/sp.html) 22



Maximum likelihood estimation 

vProbabilistic model assumption:

v The log-likelihood of seeing a dataset 
D = {(x , y )} if the true weight vector was w: 

CS6501 Lecture 2 23

𝑃 𝐷 𝑤 = ΠH	𝑃 𝑦H 𝑥H, 𝑤
⇒ log𝑃 𝐷 𝑤 = ∑H log 𝑃 𝑦H 𝑥H, 𝑤 	



Minimizing negative log-likelihood

v Log likelihood

v Logistic regression

v Let’s add some prior (Gaussian Prior) 

CS6501 Lecture 2 24

min
𝒘
			∑ log( 1 + 𝑒jkl(𝐰n𝐱l))�

H

min
𝒘
			
1
2
𝒘b𝒘 + 𝐶qlog( 1 + 𝑒jkl(𝐰n𝐱l))

�

H



(multi-class) log-linear model

vAssumption:

		𝑃 𝑦 𝑥, 𝑤 =
exp 𝑤rb𝑥

∑ exp	(𝑤rsb 𝑥)�
rs∈{t,u,…v}

v This is a valid probability assumption. Why?

CS6501 Lecture 3 25

Partition		function

This	often	called	soft-max	



Softmax

v Softmax: let s(y) be the score for output y
here s(y)=𝑤rb𝑥, but it can be computed by other 
metric.

v We can control the peakedness of the distribution

CS6501 Lecture 3 26

𝑃(𝑦) =
exp 𝑠(𝑦)

∑ exp	(𝑠(𝑦))�
rs∈{t,u,…v}

𝑃(𝑦|𝜎) =
exp 𝑠 𝑦 /𝜎

∑ exp	(𝑠(𝑦)/𝜎)�
rs∈{t,u,…v}



Temperature (example)

CS6501 Lecture 3 27

0

0.2

0.4

0.6

0.8

1

1.2

softmax	(𝝈=1) (hard)	max	(𝝈→0) softmax	(𝝈=0.5) softmax	(𝝈=2)

Dog Cat Mouse Duck

𝑃(𝑦|𝜎) =
exp 𝑠 𝑦 /𝜎

∑ exp	(𝑠(𝑦)/𝜎)�
rs∈{t,u,…v}



Maximum log-likelihood estimation

v Training can be done by maximum log-likelihood 
estimation i.e. max

{
	log 𝑃(𝐷 𝑤

D={(𝑥H, 𝑦H)}

𝑃(𝐷 𝑤 = ΠH
}~� {��

� ��
∑ }~�	({��

� ��)�
��∈{�,�,…�}

log 𝑃(𝐷 𝑤 = ∑ [𝑤r�
b 𝑥H −�

H log∑ exp	(𝑤r�
b 𝑥H)�

rs∈{t,u,…v} ]

CS6501 Lecture 3 28



Maximum a posteriori

D={(𝑥H, 𝑦H)}

𝑃 𝑤 𝐷 ∝ 𝑃 𝑤 𝑃 𝐷 𝑤

m𝑎𝑥{ 	−
t
u ∑ 𝑤rb𝑤r +	�

r 𝐶 ∑ [𝑤r�
b 𝑥H −�

H log∑ exp	(𝑤r�
b 𝑥H)�

rs∈{t,u,…v} ]

or

min
{
		tu∑ 𝑤rb𝑤r +	�

r 𝐶 ∑ [�H log∑ exp 𝑤r�
b 𝑥H − 𝑤r�

b 𝑥H�
rs∈{t,u,…v} ]  

CS6501 Lecture 3 29



(multi-class) log-linear model

vAssumption:

		𝑃 𝑦 𝑥, 𝑤 =
exp 𝑤rb𝑥

∑ exp	(𝑤rsb 𝑥)�
rs∈{t,u,…v}

v Another way to write this (with Kesler
construction) is

𝑃 𝑦 𝑥,𝑤 =
exp 𝑤b𝜙(𝑥, 𝑦)

∑ exp	(𝑤b𝜙(𝑥, 𝑦′))�
rs∈{t,u,…v}

CS6501 Lecture 3 30

Partition		function



Kesler construction

CS6501 Lecture 3 31

𝑤Hb	𝑥

models:
𝑤t,𝑤u,…𝑤v,		
𝑤� ∈ 𝑅�

v Input:
𝑥 ∈ 𝑅�

𝑤b𝜙 𝑥, 𝑖

𝑤 =

𝑤t
⋮
𝑤r
⋮
𝑤� �v×t

	𝜙 𝑥, 𝑦 =

0�
⋮
𝑥
⋮
0� �v×t

𝑤b𝜙 𝑥, 𝑦 = 𝑤rb	𝑥

𝑥	in	𝑦�� block;
Zeros elsewhere	

Assume	we	have	a	multi-class	problem	with	K	class	and	n	features.	



log-linear model

vAssumption:

𝑃 𝑦 𝑥,𝑤 =
exp 𝑤b𝜙(𝑥, 𝑦)

∑ exp	(𝑤b𝜙(𝑥, 𝑦′))�
rs∈{t,u,…v}

v Learning:

CS6501 Lecture 3 32

Partition		function

min
{
		t
u
𝑤b𝑤 + 	𝐶 ∑ [�H log∑ exp 𝑤b𝜙(𝑥H, 𝑦′) − 𝑤b𝜙(𝑥H, 𝑦H)�

rs∈{t,u,…v} ]		



How can we predict?

CS6501 Lecture 3 33

argmaxk		𝑃(𝑦 ∣ 𝑥, 𝑤)

argmaxk		𝑤b𝜙(𝑥, 𝑦)

𝑤 =

𝑤t
⋮
𝑤r
⋮
𝑤� �v×t

	𝜙 𝑥, 𝑦 =

0�
⋮
𝑥
⋮
0� �v×t

𝑤

𝜙(𝑥, 3)

For	input	an	input	x,
the	model	predict	label	is	3

𝜙(𝑥, 2)

𝜙(𝑥, 1)

𝜙(𝑥, 4)

𝜙(𝑥, 5)

𝑃 𝑦 𝑥, 𝑤 =
exp 𝑤b𝜙(𝑥, 𝑦)

∑ exp	(𝑤b𝜙(𝑥, 𝑦′))�
rs∈{t,u,…v}

This	is	equivalent	to
argmaxr∈{t,u,…v}	𝑤rb	𝑥



How can we predict?

CS6501 Lecture 3 34

argmaxk		𝑤b𝜙(𝑥, 𝑦)

𝑤 =

𝑤t
⋮
𝑤r
⋮
𝑤� �v×t

	𝜙 𝑥, 𝑦 =

0�
⋮
𝑥
⋮
0� �v×t

𝑤
𝜙(𝑥, 3)

For	input	an	input	x,
the	model	predict	label	is	3

𝜙(𝑥, 2)

𝜙(𝑥, 1)

𝜙(𝑥, 4)

𝜙(𝑥, 5)



Combinatorial optimization problem

𝑦1 = argmax𝒚∈𝒴 𝑓(𝒚;𝒘, 𝒙)

v Inference/Test: given 𝒘, 𝒙, solve argmax
v Learning/Training: find a good 𝒘

ML in NLP 35

input

output space

model parameters 



Structured Prediction
v Input: 		𝑥 ∈ 𝑋
vTruth: y∗ ∈ 𝑌(𝑥)
vPredicted: ℎ(𝑥) ∈ 𝑌(𝑥)
v Loss: 		𝑙𝑜𝑠𝑠 𝑦, 𝑦∗

36

I can can a can
Pro Md Vb Dt Nn

Pro Md Nn Dt Vb
Pro Md Nn Dt Md
Pro Md Md Dt Nn
Pro Md Md Dt Vb

Goal: make joint prediction to minimize a joint loss

find ℎ ∈ 𝐻 such that ℎ x ∈ 𝑌(𝑋)
minimizing		𝐸 �,r ~  𝑙𝑜𝑠𝑠 𝑦, ℎ 𝑥 based on 𝑁
samples 𝑥�, 𝑦� ~𝐷

Kai-Wei Chang ( MSR -> U of Virginia)



General log-linear model

vAssumption:

𝑃 𝑦 𝑥,𝑤 =
exp 𝑤b𝜙(𝑥, 𝑦)

∑ exp	(𝑤b𝜙(𝑥, 𝑦′))�
rs∈¢

CS6501 Lecture 3 37

Partition		function

Summation	over	exponentially	
large	output	space



Challenges with structured output

v We cannot train a separate weight vector for 
each possible inference outcome (why?)
vFor multi-class we train one weight vector for 

each class

vWe cannot enumerate all possible 
structures for inference
v Inference for multiclass was easy

ML in NLP 38



Structured Prediction

39

Model	definition
What	are	the	parts	of	the	output?	
What	are	the	inter-dependencies?

How	to	train the	
model? How	to	do	inference?

Background	
knowledge about	

domain

Data annotation	
difficulty

Semi-
supervised/indirectly	

supervised?
Advanced ML: Inference

Features?



Deal with combinatorial output

v Decompose the output into parts that are labeled

v Define a graph to represent 
(independent assumption)
v how the parts interact with each other 
v These labeled interacting parts are scored; the total 

score for the graph is the sum of scores of each part
v an inference algorithm to assign labels to all the parts

ML in NLP 40



Conditional Random Field: Factor graph

41

Each	node	is	a	random	variable
We	observe	some	nodes	and	need	to	assign	the	rest
Each	factor is	associated	with	a	score

ML in NLP



Conditional Random Field: Factor graph

42

Each	node	is	a	random	variable
We	observe	some	nodes	and	need	to	assign	the	rest
Each	factor is	associated	with	a	score

ML in NLP



Conditional Random Field for sequences

43

Z:	Normalizing	constant,	
sum	over	all	sequences

𝑃 𝒚 𝒙 = 	
1
𝑍
𝑤b𝝓(𝒙, 𝒚𝟎)¦exp	(𝒘b𝜙 𝑦H, 𝑦Hjt + 𝑤b𝝓(𝒙, 𝒚𝒊))

�

H

𝑍 =q𝑤b𝝓(𝒙, 𝒚𝟎)¦exp	(𝒘b𝜙 𝑦H, 𝑦Hjt + 𝑤b𝝓(𝒙, 𝒚𝒊))
�

H

	
�

r

ML in NLP



Conditional Random Field for sequences

44

Z:	Normalizing	constant,	
sum	over	all	sequences

𝑃 𝒚 𝒙 = 	
1
𝑍
𝑤b𝝓(𝒙, 𝒚𝟎)¦exp	(𝒘b𝜙 𝑦H, 𝑦Hjt + 𝑤b𝝓(𝒙, 𝒚𝒊))

�

H

𝑍 =q𝑤b𝝓(𝒙, 𝒚𝟎)¦exp	(𝒘b𝜙 𝑦H, 𝑦Hjt + 𝑤b𝝓(𝒙, 𝒚𝒊))
�

H

	
�

r

ML in NLP

With	this	strong	independent	assumption,
z and	argmax𝒚∈𝒴 𝑓(𝒚;𝒘, 𝒙) can	be	
estimated	by	a	dynamic	programming	alg.



General CRFs

45

x1 x2 x3

y3

y2

y1

𝒘𝑻𝝓(y1,	y2,	y3)

𝒘𝑻𝝓(x3,	y2,	y3)

𝒘𝑻𝝓(x1,	x2,	y2)

𝒘𝑻𝝓(x1,	y1)

𝝓(x,	y)	=	𝝓(x1,	y1)	+	𝝓(y1,	y2,	y3)	+	𝝓(x3,	y2,	y3)	+	𝝓(x1,	x2,	y2)
ML in NLP
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COOKING

ROLES NOUNS

AGENT woman
FOOD vegetable
CONTAINER pot
TOOL spatula

Yatskar	et	al.	CVPR	’16,		Yang	et	al.	NAACL	’16,		Gupta	and	Malik	arXiv	’16	

Convolutional	
Neural	Network

Regression

Conditional	Random	Field

CRF can be incorporated with deep learning

(events)

Kai-Wei Chang (kwchang.net/talks/sp.html)



Learning in log-linear model

vAssumption:

𝑃 𝑦 𝑥,𝑤 =
exp 𝑤b𝜙(𝑥, 𝑦)

∑ exp	(𝑤b𝜙(𝑥, 𝑦′))�
rs∈¢

v Learning:

CS6501 Lecture 3 47

Partition		function

min
{
		t
u
𝑤b𝑤 + 	𝐶 ∑ [�H log∑ exp 𝑤b𝜙(𝑥H, 𝑦′) − 𝑤b𝜙(𝑥H, 𝑦H)�

rs∈¢ ]		

Summation	over	exponentially	
large	output	space



1. Learning: Given a training set {<xi, yi>}
v Train via maximum likelihood (typically 

regularized)

v Need to compute partition function during training

1. Prediction
v Go over all possible assignments to the y’s 
v Find the one with the highest probability/score

Computational questions

48ML in NLP



1. Learning: Given a training set {<xi, yi>}
v Train via maximum likelihood (typically 

regularized)

v Need to compute partition function during training

2. Prediction:
v Go over all possible assignments to the y’s 
v Find the one with the highest probability/score

Computational questions

49ML in NLP



Inference in graphical models

In general, compute probability of a subset of states
v P(xA), for some subsets of random variables xA

v Exact inference
v Variable elimination

v Marginalize by summing out variables in a “good” order i
v Belief propagation (exact only for graphs without loops)

v Nodes pass messages to each other about their estimate of what 
the neighbor’s state should be

v Generally efficient for trees, sequences (and maybe other 
graphs too)

v “Approximate” inference

50

1 2 3

4 5

ML in NLP



Inference in graphical models

In general, compute probability of a subset of states
v P(xA), for some subsets of random variables xA

v Exact inference 
v “Approximate” inference

v Markov Chain Monte Carlo 
v Gibbs Sampling/Metropolis-Hastings

v Variational algorithms
v Frame inference as an optimization problem, perturb it to an approximate 

one and solve the approximate problem
v Loopy Belief propagation

v Run BP and hope it works!

51

1 2 3

4 5
NP-hard	in	general,	works	for	simple	graphs

ML in NLP



Constrained Conditional Model

52

Model	definition
What	are	the	parts	of	the	output?	
What	are	the	inter-dependencies?

How	to	train the	
model? How	to	do	inference?

Background	
knowledge about	

domain

Data annotation	
difficulty

Semi-
supervised/indirectly	

supervised?
Advanced ML: Inference

Features?



Consistency of outputs
Or: How to introduce knowledge into prediction

53

1 2 3

Suppose	we	have	a	sequence	labeling	problem	where	the	outputs	can	be	one	of	A	or	B



Consistency of outputs
Or: How to introduce knowledge into prediction

54

We	want	to	add	a	condition:	
There	should	be	no	more	than	one	B	in	the	output

1 2 3

Suppose	we	have	a	sequence	labeling	problem	where	the	outputs	can	be	one	of	A	or	B



Consistency of outputs
Or: How to introduce knowledge into prediction

55

We	want	to	add	a	condition:	
There	should	be	no	more	than	one	B	in	the	output

1 2 3
y1 y2 y3 f

A A A 0

A A B 0

A B A 0

A B B -1

B A A 0

B A B -1

B B A -1

B B B -1

Potential	function	that	
ensures	this	condition

Should	we	learn	what	we	can	write	down	easily?
Especially	for	such	large,	computationally	
cumbersome	factors

Suppose	we	have	a	sequence	labeling	problem	where	the	outputs	can	be	one	of	A	or	B



vConsistency constraint: A spouse relation can 
only hold between two person entities and 
cannot hold between two location entities

Entity Relation Extraction task

Dole ’s wife, Elizabeth , is a native of Champaign  , Illinois   .
Person Person Location     Location

spouse born_in Located_at

Page 56



Dole ’s wife, Elizabeth , is a native of Champaign  , Illinois   

ILP Formulation for Entity Relation Task

spouse born_in Located_at

Page 57

PER 0.5
LOC 0.3
ORG 0.2

PER 0.6
LOC 0.1
ORG 0.3

spouse 0.7
born_in 0.1

Located_at 0.1
No-relation 0.1

Dole Elizabeth Dole-Elizabeth

Person Person Location Location



ILP Formulation

Page 58

PER 0.5 y1
LOC 0.3 y2
ORG 0.2 y3

PER 0.6 y4
LOC 0.1 y5
ORG 0.3 y6

spouse 0.7 y7
born_in 0.1 y8

Located_at 0.1 y9
No-relation 0.1 y10

Dole Elizabeth

Dole-Elizabeth

0.5y1 +	0.3y2 +	0.2y3 +	

0.6y4 +	0.1y5 +	0.3y6 +	

0.7y7 +	0.1y8 +	0.1y9 +	0.1y10

subj	to	yi ∈ {0,1}
y1 +	y2 +	y3 =	1
y4 +	y5 +	y6 =	1

maximize

y7 +	y8 +	y9 +	y10 =	1
2y7-y1-y4<=0

A	spouse	relation	can	only	hold	between	two	person	entities



Amortized Inference for ILP

v We can write the ILP  as 
maxy cy
Ay ≤ b

yi ∈ {0,1} 

v Inference problems 
discussed in previous 
sections can be 
represented as 0-1 
ILPs.
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0.5y1 +	0.3y2 +	0.2y3 +	

0.6y4 +	0.1y5 +	0.3y6 +	

0.7y7 +	0.1y8 +	0.1y9 +	0.1y10

subj	to	yi ∈ {0,1}
y1 +	y2 +	y3 =	1
y4 +	y5 +	y6 =	1

maximize

y7 +	y8 +	y9 +	y10 =	1
2y7-y1-y4<=0



Inference with constraints
v Combinatorial optimization problems can be often written as 

integer linear programs (ILP)
v The conversion is not always trivial
v Allows injection of “knowledge” in the form of constraints

v Different ways of solving ILPs
v Commercial solvers: CPLEX, Gurobi, etc
v Specialized solvers if you know something about your 

problem
v Lagrangian relaxation, amortized inference, etc

v Can approximate to linear programs and hope for the best
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Integer linear programming

v In general

61Advanced ML: Inference



Geometry of integer linear 
programming

62

The	constraint	matrix	defines	
polytope that	contains	
allowed	solutions	(possibly	
not	closed)

The	objective	defines	
cost	for	every	point	in	
the	space

Only	integer	points	
allowed

Advanced ML: Inference



0-1 integer linear programming

v In general

vAn instance of integer linear programs
vStill NP-hard

vGeometry: We are only considering points 
that are vertices of the Boolean hypercube

63Advanced ML: Inference



Back to structured prediction

𝑦1 = argmax𝒚∈𝒴 𝑓(𝒚;𝒘, 𝒙)

v General idea: Frame the argmax problem as 
a 0-1 integer linear program
v Allows addition of arbitrary constraints

ML in NLP 64

output space
+ expert constraints



Christopher Robin is alive and well. He is the 
same person that you read about in the book, 
Winnie the Pooh. As a boy, Chris lived in a 
pretty home called Cotchfield Farm.  When 
Chris was three years old, his father wrote a 
poem about him. The poem was printed in a 
magazine for others to read.  Mr. Robin then 
wrote a book

65

Example application: 
Co-reference Resolution

Kai-Wei Chang (kwchang.net/talks/sp.html)



Co-reference Resolution Demo
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Co-reference Resolution

v Learn a pairwise similarity score 
function (local predictor)
Example features:

v same sub-string?
v positions in the paragraph
v other 30+ feature types

v Key components:
v Pairwise classification
v Clustering (jointly or not?)

67

Christopher Robin is 
alive and well. He is 
the same person that 
you read about in the 
book, Winnie the 
Pooh. As a boy, Chris
lived in a pretty home 
called Cotchfield
Farm.  When Chris
was three years old, 
his father wrote a 
poem about him. The 
poem was printed in a 
magazine for others to 
read.  Mr. Robin then 
wrote a book
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Approaches

Kai-Wei Chang (kwchang.net/talks/sp.html) 68

Learn a pairwise similarity function

Cluster based on this function

Approach1:			Decoupling	Approach(CoNLL11)

Cluster based on this function.

Update the similarity function

Approach2:			Latent	Structured	Learning	(ICML	14,	EMNLP	13)



Baseline: Decoupling Approach
A heuristic to learn the model [Soon+ 01, Bengtson+ 08,CoNLL11] 

vDecouple learning and inference:

69

Learn a pairwise similarity function

Cluster based on this function

Kai-Wei Chang (kwchang.net/talks/sp.html)



Decoupling Approach-Learning

70

Chris1
Chris2 his father3

him4
Mr. Robin5

Positive Samples
(Chris1, him4)
(Chris2, him4)
(Chris1, Chris2)
(his father3, Mr. Robin5)

Negative Samples
(Chris1, his father3)
(Chris2, his father3)
(him4, his father3)
(Chris1, Mr. Robin5)
(Chris2, Mr. Robin5)
(him4, Mr. Robin5)

Kai-Wei Chang (kwchang.net/talks/sp.html)



Greedy Best-Left-Link Clustering

[Bill Clinton], recently elected as the [President of the USA

71Kai-Wei Chang (kwchang.net/talks/sp.html)



Greedy Best-Left-Link Clustering

[Bill Clinton], recently elected as the [President of the USA], has been 
invited by the [Russian President]

72Kai-Wei Chang (kwchang.net/talks/sp.html)



Greedy Best-Left-Link Clustering

[Bill Clinton], recently elected as the [President of the USA], has been 
invited by the [Russian President], [Vladimir Putin], to visit [Russia]. 
[President Clinton]
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Greedy Best-Left-Link Clustering

[Bill Clinton], recently elected as the [President of the USA], has been 
invited by the [Russian President], [Vladimir Putin], to visit [Russia]. 
[President Clinton] said that [he] looks forward to strengthening ties 

between [USA] and [Russia].

74

[Russia].

[Russia].

[Vladimir Putin]

[Bill Clinton]

[President of the USA]

[Russian President]

[President Clinton]

Best Left-Linking Forest

[Soon+ 01, Bengtson+ 08, CoNLL11] 

[he]

Kai-Wei Chang (kwchang.net/talks/sp.html)



Can we do better?

vDecoupling may lose information

75

Christopher Robin is alive and well. He is the same person that 
you read about in the book, Winnie the Pooh. As a boy, Chris
lived in a pretty home called Cotchfield Farm.  When Chris was 
three years old, his father wrote a poem about him. The poem 
was printed in a magazine for others to read. Mr. Robin then 
wrote a book
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Structured Learning Approach

Learn the similarity function while clustering

76

Cluster based on this function.

Update the similarity function

Kai-Wei Chang (kwchang.net/talks/sp.html)



Attempt: All-Links Clustering
[Mccallum+ 04, CoNLL 11]

vDefine a global scoring function:
Attempt: using all within-cluster pairs:
v Inference problem is too hard
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Christopher Robin He

Chris

Chris his father 

Mr. Robin 
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Latent Left-Linking Model (L3M) 
[ICML 14, EMNLP 13]

Score (a clustering C)
= Score (the best left-linking forest that is consistent with C)
= ∑ Score of edges in the forests

78

Christopher Robin He

Chris

Chris his father 

Mr. Robin 
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Linguistic Constraints

vMust-link constraints:
vE.g., SameProperName, …

vCannot-link constraints:
vE.g., ModifierMismatch, …

vClustering with constraints[(Basu+08, Zhi+14]

79

[Bill Clinton], recently elected as the [President of the USA], has been 
invited by the [Russian President], [Vladimir Putin], to visit [Russia]. 
[President Clinton] said that [he] looks forward to strengthening ties 

between [USA] and [Russia].
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Inference in L3M [ICML 14, EMNLP 13]

vRepresented using an ILP formulation[Scott+ 2004/2007]

v Inference can be done using a greedy heuristics.

80

argmax
𝒚
							 ∑ 𝑆H,ª	𝑦H,ª�

« 																					

						𝑠. 𝑡						𝐴𝒚 ≤ 𝑏;		𝑦H,ª ∈ {0,1}

	𝑦H,ª= 1	 ⇔ 𝑖, 𝑗 is an edge in the forest

• Modeling constraints
• Linguistic constraints
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vDefine a  log-linear model
Pr [a clustering C]
= ∑ Pr [forests that are consistent with C]
= ∑∑ Pr [edges in the forest]

Pr [edge] ~ Pr [∑ exp(𝒘 ⋅ 𝜙(𝑖, 𝑗)/𝛾)�
ª∈³ ] (° : a parameter)

vRegularized Maximum Log-Likelihood Estimation:

Log linear model: Probabilistic L3M
[ICML 14, EMNLP 13a]

81

Pr [a clustering C]
= ∑ Pr [forests that are consistent with C]
= ∑Π	Pr [edges in the forest]
= ΠH ∑ Pr [edge(j,i) ]�

ª∈³(H) 	
Pr [edge(j,i)] ~ exp(𝒘 ⋅ 𝜙(𝑗, 𝑖)/𝛾) ( 𝛾: a parameter)

	min
𝐰

LL(w) = 𝛽| 𝐰 |u + ∑ log 𝑍µ(𝒘)�
µ

- ∑ ∑ log(∑ exp	(𝒘 ⋅ 𝜙(𝑖, 𝑗)�
ª¶H /𝛾�

H
�
µ )𝐶µ(𝑖, 𝑗))
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Structured Prediction Models

82

Training/test/dev speed

activity	 cooking

agent woman

food vegetable

Fairness	(data	biases)Learning	signals
Kai-Wei Chang (kwchang.net/talks/sp.html)

How	to	model?



Idea 1: Adaptive feature selection [AAAI 17]

v Observation: some decisions are simpler than 
the others 

v Idea: adaptively generate computationally 
costly features during test-time

Kai-Wei Chang (kwchang.net/talks/sp.html) 83

Easy

But	some	saw	it	as	a	classic	negotiating	tactic



Idea 2: Amortized inference

v Observation: Many inference problems share the 
same solution

Kai-Wei Chang (kwchang.net/talks/sp.html) 84

S1
He
is
reading
a
book

S2
She
is
watching
a
movie

POS
Pronoun
VerbZ
VerbG
Det
Noun

POS
Pronoun
VerbZ
VerbG
Det
Noun



Idea 2: Amortized inference

v Idea: Exploit this redundancy by caching old 
inference solutions [AAAI 15]

Kai-Wei Chang (kwchang.net/talks/sp.html) 85



Idea 2: Amortized inference

v Idea: Exploit this redundancy by caching old 
inference solutions [AAAI 15]
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n A general inference framework
… to represent inference problems

n A condition
… to check if two problems have the same solution 

Amortized inference – key components

87

If CONDITION(problem cache, new problem)
then (no need to call the solver)

SOLUTION(new problem) = old solution
Else

Call base solver and update cache
End

0.04	ms

2	ms



Solution Methods

v Assume	a	graphical	structure;	optimize
v Use within various structured predictions algorithms 

(e.g., CRF, Structured Perceptron, M3N, Structured SVM)
[Lafferty+ 01, Collins02, Taskar04]

v See	our	AAAI16	tutorial	(https://goo.gl/TF7cGj)
v Learning	to	search	approaches

v Assume	the	complex	decision	is	incrementally constructed	by	a	
sequence	of	decisions

vE.g.,	LASO,	dagger,	Searn,	transition-based	methods

vSee	our	NAACL15	tutorials	(http://hunch.net/~l2s)

Kai-Wei Chang (http://kwchang.net/talks/sp.html) 88



Libraries for Structured Predictions

v Illinois-SL: graph-based structured prediction
vSupport various algorithms; parallel ⇒ very fast

vVowpal-Wabbit: credit assignment compiler 
vA general online learning library
vSupport search-based structured prediction

89
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Learning to search approaches:
Credit Assignment Compiler [NIPS16]

v Write the decoder, providing some side information 
for training

v Library translates this piece of program with data to 
the update rules of model

v Applied to dependency parsing, Name entity 
recognition, relation extraction, POS tagging…

90Kai-Wei Chang (kwchang.net/talks/sp.html)



91

Training/test	speed

activity	 cooking

agent woman

food vegetable

Fairness	(data	biases)Learning	signals

Outline

Kai-Wei Chang (kwchang.net/talks/sp.html)

NLP	Applications



Learning with Implicit/Partial Supervision
[ICML15, EMNLP16, AAAI workshop17]

vConsider algebra word problem

vBuild semantic parser to translate question 
to an equation system

vThen answer can be derived: m=40, n=10 
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Learning with Implicit/Partial Supervision
[EMNLP16]

m+n=4;	m-n	=	6

X

𝑦t

𝑦u

𝑦·

𝑦0

…

m=4n;	m-4=6(n-4)

m=4n;	m-6n=-20

𝑧t

M=5;	n=-1

𝑧u

M=40;	n=10

𝑍v

…
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Learning with Implicit/Partial Supervision
[EMNLP16]

m+n=4;	m-n	=	6

X

𝑦t

𝑦u

𝑦·

𝑦0

…

m=4n;	m-4=6(n-4)

m=4n;	m-6n=-20

𝑧t

M=5;	n=-1

𝑧u

M=40;	n=10

𝑍v

…
Explicit	supervision	
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Learning with Implicit/Partial Supervision
[EMNLP16]

m+n=4;	m-n	=	6

X

𝑦t

𝑦·

𝑦0

…

m=4n;	m-4=6(n-4)

m=4n;	m-6n=-20

𝑧t

M=5;	n=-1

𝑧u

M=40;	n=10

𝑍v

…
Implicit	supervision	

𝑦u
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Learning with Implicit/Partial Supervision
[EMNLP16]

m+n=4;	m-n	=	6

X

𝑦t

𝑦·

𝑦0

…

m=4n;	m-4=6(n-4)

m=4n;	m-6n=-20

𝑧t

M=5;	n=-1

𝑧u

M=40;	n=10

𝑍v

…
Implicit	supervision	

𝑦u

Key	idea:		Use	model	to	guide	exploration	on	implicit	supervision
⇒ Infer	plausible	equation	systems	

Our	approach:	Use	the	best	equation	system	in	the	beam	whose	
solution	matches	the	implicit	signal



Structured Contextual Bandit Setting
[ICML15, AAAI workshop17, IJCNLP 17]
w/ Akshay Krishnamurthy, Alekh Agarwal, Hal Daume; III, John Langford
w/ Kenneth Arnold, Adam Kalai

v Loss of only a single structured label can be 
observed

Kai-Wei Chang (kwchang.net/talks/sp.html) 97

Blue	words	preview	the	phrase	that	would	
be	inserted	with	repeated	taps	



Prediction ≠ Suggestion, 
especially in writing

v Baseline: an N-gram model doesn’t work
v Accurate predictions may be poor suggestions

v E.g., most frequent phrases in Yelp: 
this place is great!; Love it, love it, love it!; I love this place

v E.g., most frequent short email replies [Kannan+ 16]:
I love you; Thanks; sounds good

v Writers prefer suggestions occur less frequently but 
more creative/enthusiastic/informative:
v e.g., this was truly a wonderful experience
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Key ideas

1. Discriminative language model
v Allow to add features

⇒ Tune the model to favor phrases with some 
properties

Kai-Wei Chang (kwchang.net/talks/sp.html) 99



Key ideas
1. Discriminative language model
2. Counterfactual learning
v Cannot get full feedback

v Only candidates presented to users are annotated
v How can we estimate the model parameter 

unbiasedly?

Kai-Wei Chang (kwchang.net/talks/sp.html) 100

5% 3% 7%

is	very	delicious						2%
has	a	drink	option		1%
is	not	worthwhile			6%
is	good.																				8%
…
…



Counterfactual learning

v Collect behavior data using a reference model  
(suggested phrase, reward, probability, context)

v Reference model: a tri-gram language model with 
Kneser-Ney smoothing & temperature parameter

v reward = # words accepted

Kai-Wei Chang (kwchang.net/talks/sp.html) 101
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Training/test	speed

activity	 cooking

agent woman

food vegetable

Fairness	(data	biases)Learning	signals

Outline
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NLP	Applications
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https://www.reuters.com/article/us-
newzealand-passport-error/new-
zealand-passport-robot-tells-
applicant-of-asian-descent-to-open-
eyes-idUSKBN13W0RL

Subject	eyes	closed



Word Embeddings can be Dreadfully Sexist
[nips16, reported by NPR, MIT tech review]

v 𝑣¹º� − 𝑣{»¹º� + 𝑣¼�«½³	 ∼ 𝑣º¼��	
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We	use	Google	w2v	embedding	trained	from	the	news



Project occupations in gender direction
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he

she
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(related	[Schmidt	‘15])



M
ALEFE
M
AL

E
SEXIST

DEFINITIONAL

tote
browsing
tanning

scrimmage
dress
sewing
brilliant
nurse
cocky
genius

homemaker

(related	[Schmidt	‘15])



Debiasing algorithm (Soft version)

Find a linear transformation T of the gender-neutral 
words to reduce the gender component while not 
moving the words too much. 

min
8

||(8;)8(8;) �;8;||�* + �||(82)8(8&)||�*

; = QEXVM\�SJ�EPP�[SVH�ZIGXSVW�
2 = QEXVM\�SJ�RIYXVEP�[SVH�ZIGXSVW�

don’t move too 
much

minimize gender 
component



Human Bias in Structured Prediction Models

111/9

Cooking
Role Object
agent woman
food vegetable

container bowl
tool knife
place kitchen

What’s the agent for this image?

?

[EMNLP	17*]	w/	Jieyu Zhao,	Tianlu Wang,	Mark	Yatskar,	Vicente	Ordonez

An	example	from	a	vSRL (visual	Semantic	Role	Labeling)	system

Kai-Wei Chang (kwchang.net/talks/sp.html)

*Best	Long	Paper	Award	at	EMNLP	17







World Dataset Model

dusting
cooking

faucet}
fork
}

Algorithmic Bias in Grounded Setting
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World Dataset

man	fixing	faucetwoman	cooking

Model

dusting
cooking

faucet}
fork
}

Algorithmic Bias in Grounded Setting
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World Dataset RBAModel

dusting
cooking

faucet}
fork
}

Algorithmic Bias in Grounded Setting
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World Dataset RBA

Reduce	amplification	~50%
Negligible	loss	in	performance

Model

dusting
cooking

faucet}
fork
}

Algorithmic Bias in Grounded Setting
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COOKING

ROLES NOUNS

AGENT woman
FOOD vegetable
CONTAINER pot
TOOL spatula

Yatskar	et	al.	CVPR	’16,		Yang	et	al.	NAACL	’16,		Gupta	and	Malik	arXiv	’16	

Convolutional	
Neural	Network

Regression

Conditional	Random	Field

imSitu Visual Semantic Role Labeling (vSRL)

(events)
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COOKING

ROLES NOUNS

AGENT woman
FOOD vegetable
CONTAINER pot
TOOL spatula

Yatskar	et	al.	CVPR	’16,		Yang	et	al.	NAACL	’16,		Gupta	and	Malik	arXiv	’16	

Convolutional	
Neural	Network

Regression

Conditional	Random	Field

Need	to	model	correlation	between	variables
Model	can	use	that	machinery	to	amplify	gender	bias

(events)

imSitu Visual Semantic Role Labeling (vSRL)
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a	woman is	smiling	in	a	kitchen	near	a	pizza	on	a	stove

Internet

COCO	
Objects

Caption	Inferred
Label

(objects)WOMAN

PIZZA yes
ZEBRA no
FRIDGE yes
CAR no

… …
Kai-Wei Chang (kwchang.net/talks/sp.html)

COCO Multi-Label Classification (MLC)
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WOMAN

PIZZA yes
ZEBRA no
FRIDGE yes
CAR no

… …

Convolutional	
Neural	Network

Regression

Conditional	Random	Field

COCO Multi-Label Classification (MLC)
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Defining Dataset Bias (events)
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Defining Dataset Bias (objects)
Training	Gender	Ratio	(					noun)
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Gender Dataset Bias
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Gender Dataset Bias
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Model Bias Amplification
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Model Bias Amplification
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Reducing Bias Amplification (RBA)

v Corpus level constraints on model output (ILP)
vDoesn’t require model retraining

v Reuse model inference through Lagrangian relaxation
v Can be applied to any structured model

128

Dataset Model RBA
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Reducing Bias Amplification (RBA)
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Reducing Bias Amplification (RBA)



Reducing Bias Amplification (RBA)

Sontag et al., 2011; Rush and Collins, 2012; Chang and Collins, 2011; Peng et al., 2015, Chang et al., 2013; Dalvi, 2015
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Reducing Bias Amplification (RBA)

Sontag et al., 2011; Rush and Collins, 2012; Chang and Collins, 2011; Peng et al., 2015, Chang et al., 2013; Dalvi, 2015
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𝜆ª ≥ 0Lagrangian :



Sontag et al., 2011; Rush and Collins, 2012; Chang and Collins, 2011; Peng et al., 2015, Chang et al., 2013; Dalvi, 2015
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Lagrangian	Relaxation



Sontag et al., 2011; Rush and Collins, 2012; Chang and Collins, 2011; Peng et al., 2015, Chang et al., 2013; Dalvi, 2015
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Lagrangian	Relaxation



Sontag et al., 2011; Rush and Collins, 2012; Chang and Collins, 2011; Peng et al., 2015, Chang et al., 2013; Dalvi, 2015
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Lagrangian	Relaxation



Sontag et al., 2011; Rush and Collins, 2012; Chang and Collins, 2011; Peng et al., 2015, Chang et al., 2013; Dalvi, 2015
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Lagrangian	Relaxation



Sontag et al., 2011; Rush and Collins, 2012; Chang and Collins, 2011; Peng et al., 2015, Chang et al., 2013; Dalvi, 2015
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Lagrangian	Relaxation



Gender Bias De-amplification in imSitu
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Male
bias



Gender Bias De-amplification in imSitu
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Male
bias



Gender Bias De-amplification in COCO
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Gender Bias De-amplification in COCO

141
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Gender Bias De-amplification in COCO

142

Performance	Goal:		as	good	as	the	original
Fairness	Goal:		not	more	biased	than	the	data	it	was	trained	on

 X

data

model

RBA
Other direct applications? 

i.e. co-ref, racial bias

Do all models amplify equally?
i.e. different objectives

Future Work

Can existing data be made more balanced?



What We Care about
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Training/test/dev speed

activity	 cooking

agent woman

food vegetable

Fairness	(data	biases)Learning	signals
Kai-Wei Chang (kwchang.net/talks/sp.html)

NLP	Applications



Collaborators

vAcademic
v Hal Daume (UMD)
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Conclusions

Goal: Practical Structured Prediction Approaches
Tutorials/Workshops:
1. AAAI-16: Learning and Inference in SP Models
2. NAACL15: Hands-on Learning to Search for SP
3. EMNLP 16, 17: workshop SP for NLP
References/Code/Demos:

http://kwchang.net
Illinois-SL: a structured learning package
Vowpal Wabbit: an online learning library
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