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Gender Bias Origins
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VWhat I1s Gender Bias?

"Gender bias Is the preference or prejudice toward
one gender over another”

Allocation vs Representation Bias



Gender Bias in Machine Translation

User Input  “He is a nurse. She is a doctor.”

Machine Translation Model -l Machine Translation Output

Al

- “Sheis a nurse. Heis a doctor.”
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Gender Bias in NLP

Word Embeddings
Language Modeling

Coreference Resolution

Machine Translation

Speech Recognition

Sentiment Analysis

Caption Generation



Conclusion and Future Directions
|[deas Worth Exploring

|[dentifying Bias

Bias Evaluation Methods

Mitigating Bias

The Pipeline



Gender Debiasing Pipeline

Task Specific
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Gender Bias Evaluation
Method Categorizations

1. Vector Spaces

2. Gender Bias Evaluation Test Set (GBETs)



Gender Bias in Word Embeddings

Evaluating Bias: Vector Spaces

G @ Coach Bolukbasi et al., 2016

= Q Captain Caliskan et al, 2017/
Manizini et al., 2017

Gonen and Goldberg et al., 2019
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Gender Bias Evaluation Test Sets

* New data sets for evaluating gender bias Rudinger et al., 2018
/hao et al,, 2018

Traditional data sets lack gender-specific information
Webster et al., 2018

Eliminate confounding variables Kiritchenko and Mohammad, 2018

He called his mother memmmmm————) She called her father

[The physician hired.the secretary b@ was overwhelmed with clients.

-

'The physician jhired the secretary:because she. was overwhelmed with clients.




We know there’s bias. Now what?

1. Inference vs Retraining
2. lraining Data vs Algorithm

3. Key Debiasing Methods
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Categorizing Debiasing Methods

Retraining O Inference

Fully retrain the model Adjust the model’s
predictions at test time
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Categorizing Debiasing Methods

Training Data O Algorithm
Debias the training data. Debias the algorithm.
Always Retraining Retraining or Inference
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Debiasing via Data Augmentation

/hao et al., 2018

Original Corpus

* Heis a doctor. Corefer.ence
 The doctor called his mom. Resolution
Model

Genderswapped Corpus

e She is a doctor,
e [he doctor called her dad.
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Our Contributions

We provide a comprehensive literature review
of gender bias in NLP

Critically discuss issues with the purpose of
identifying optimizations, knowledge gaps, and
directions for future research
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Future Directions

1. Non-English Languages
2. Non-binary Bias

3. Interdisciplinary Communication
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