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IoT devices. For example, when a sin-
gle device has multiple interfaces, as 
many devices do today (e.g., WIFI and 
Bluetooth low energy), TCP/IP has a 
difficult time utilizing all the interfac-
es, because each interface has a differ-
ent IP address. As another example, 
applications use names to communi-
cate but the IP sends packets to desti-
nation addresses, meaning some kind 
of mapping services must be provided 
to translate between them. Worse yet, 
since TCP/IP has no built-in security 
protection, home devices can be eas-
ily compromised and turned to zom-

Smart devices, such as smartphones, smartwatches, smart refrigerators, and smart 
light bulbs are all around us today, and are expected to continue to grow in number 
and capability. The most important question to focus on now is not how to further 
improve these devices’ according to quantitative performance measure, but what is 

the best way to make use of their ever-increasing capabilities to enrich the quality of our daily 
lives. We make our case by examining internet of things (IoT) devices in home environments.

Home IoT devices work for and are 
controlled by end users. Therefore, IoT 
devices in the future should work in a 
user-centric and user-friendly way. More 
specifically, they should have automatic 
configuration, strong user privacy and 
system security, an integrated frame-
work that offers good application sup-
port, and provide all of the above within 
a home environment that is completely 
controlled by the home users. 

Today’s home IoT devices are far 
from meeting these requirements. 
Most (if not all) of them are controlled 
by cloud servers. Therefore, whenever 

the cloud servers or network connec-
tivity is down, smart home devices’ 
capabilities become limited. Fur-
thermore, controlling home devices 
remotely poses potential user privacy 
risks, as user information from pri-
vate homes can be exposed to other 
parties intentionally or otherwise, 
with or without the users’ awareness. 
In addition, today’s smart devices are 
interconnected by TCP/IP network-
ing. The TCP/IP protocol stack was 
developed almost 40 years ago for net-
working mainframe computers and is 
not a good fit for networking today’s 

As the numbers and capabilities of networked devices continue 
to grow, they will play an increasingly important role in daily life. 
Ensuring security and usability will be the first and foremost 
challenge; Named Data Networking can help address this challenge 
through localized trust, usable security, and autoconfiguration.

By Zhiyi Zhang, Edward Lu, Yu Guan, Tianxiang Li,  
Xinyu Ma, Zhaoning Kong, and Lixia Zhang
DOI: 10.1145/3351482

Evolving Intelligent 
Devices for the Future 
via Named Data 
Networking



37XRDS  •  F A L L 2 0 1 9 •  V O L . 2 6 •  N O . 1

Im
ag

e 
by

 B
lo

om
ic

on
 /

 S
hu

tt
er

st
oc

k.
co

m

providers sell their own proprietary 
solutions, an integrated IoT frame-
work should be defined with open and 
unified application support. From an 
application developer’s perspective, 
the support should include (1) APIs for 
usable resource discovery with unified 
resource identifier naming schema, (2) 
ease-of-use bootstrapping interfaces for 
device profiling and security bootstrap-
ping APIs, (3) integrated trust manage-
ment APIs, and (4) easy-to-use access 
control APIs.

CHALLENGES OF  
IOT NETWORKING IN THE CURRENT 
TCP/IP ARCHITECTURE
Today’s IoT networking are mainly 
based on the TCP/IP architecture, which 
was developed for the wired internet de-
cades ago. The difference between wire-
less IoT networks and the traditional 
internet architecture poses a number of 
challenges with respect to the network 

bies in DDoS attacks, as we have seen 
in the Mirai attack [1].

Named Data Networking (NDN) [2] 
is a new Internet protocol currently in 
development that can support the evo-
lution of IoT devices.

DESIRED FEATURES  
OF FUTURE IOT DEVICES 
There are several desirable features 
in IoT networks, which we believe are 
necessary to create high quality IoT 
services.

First, auto configuration is of vital 
importance to system usability and 
user experience. Auto configuration is a 
wide concept which overlaps with many 
features like networking and security. 
To be more specific, auto configura-
tion at least contains networking con-
figuration, security bootstrapping, and 
service discovery. One principle is con-
figuration should require the least user 
involvement, both at device installation 

time and during the whole lifespan of 
the IoT device.

The second required property is se-
curity, which includes security boot-
strapping, trust management, access 
control, user privacy, and DDoS defense. 
Such security support should be pro-
vided from hardware (e.g., hardware-
based cryptographic support, such as 
random number generator) to software 
(e.g., crypto support APIs), and from the 
network layer (e.g., verifiable network 
packets) to the application layer (e.g., ac-
cess control). Without security protec-
tion being designed-in, IoT devices are 
subject to unauthorized control, private 
data leakage (e.g., unauthorized access 
or eavesdropping on sensitive data), 
and many other threats.

Last but not least, a highly desirable 
property is an integrated IoT frame-
work with open application layer sup-
port. Instead of today’s stovepipe mar-
ket, where different home IoT service 



38

feature

XRDS  •  F A L L 2 0 1 9 •  V O L . 2 6 •  N O . 1

curity model, which can secure the ap-
plication data directly and allows each 
piece of data to be verified regardless of 
where it is stored or how it is retrieved.

A BRIEF INTRODUCTION TO NDN
NDN is a proposed future internet ar-
chitecture, which we believe provides 
an alternative to TCP/IP for network-
ing future IoT devices. There are three 
key concepts related to NDN: naming, 
stateful forwarding, and data-centric 
security.

NDN is a data-centric network archi-
tecture, where applications “pull” data 
from the network by using the appli-
cation-level names of the data. These 
names are defined by applications and 
are directly used by NDN for network 
layer packet delivery. NDN’s networking 
model is in sharp contrast to the node-
centric nature of TCP/IP, in which data 
is exchanged through point-to-point 
connections, and in which application 
layer identifiers are invisible to the net-
work layer.

To pull data from the network, NDN 
needs two types of packets: interest 
packets and data packets. Data con-
sumers send interests containing the 
name of the data they want to retrieve, 
and the network takes the responsi-
bility to fetch the corresponding data 
packets from either the data’s producer 
or any network device that happens to 
have a copy of the data (e.g., in cache). 
Within this process, no IP addresses 
are involved. Interests are forwarded in 
the network based on their name by the 
NDN forwarder at each node. Once an 
interest reaches a data packet with the 
matching name, the data packet will 
be sent back following the reverse path 
back to the consumer, in a hop-by-hop 
manner based on the traces left by the 
interest packet; the data packet can also 
be cached at the intermediate hops.

Each data packet is secured directly 
by the producing applications: The pro-
ducer cryptographically signs the data 
packet, binding its name to the con-
tent. This enables consumers to fetch 
data packets from anywhere in the 
network, then use the producer’s pub-
lic key to verify the authenticity of each 
data packet. The producer may also en-
crypt the content of its data packets to 
achieve data confidentiality and make 
the decryption key available only to the 

layer, transport layer, application layer, 
and lastly with security in general.

Looking at the network requirement 
from a high-level perspective, IP adopts 
a host-oriented communication model, 
which diverges from the data-centric 
nature of the applications. Applications 
focus on the retrieval of data using a 
unified resource identifier, while the 
IP network layer focuses on packet de-
livery to hosts identified by addresses. 
This mismatch of what applications 
want and what IP provides leads to ad-
ditional complexity in the system (i.e. 
domain name system (DNS) to resolve 
application level names to IP address-
es). From a low-level perspective, IoT 
networks with resource-constrained 
devices often rely on low-energy link 
layer technologies with a small maxi-
mum transmission unit (MTU); this 
conflicts with the IP protocol’s relatively 
large header (IPv6, which is used for IoT 
environment, has a minimal header 
length of 40 bytes). Furthermore, mesh 
network routing under IP also causes 
challenges for maintaining routing in-
formation for each host in a multi-link 
environment. 

Regarding the transport layer, TCP 
was designed for reliable byte-stream 
delivery over point-to-point connec-
tions between IP nodes that are always-
on. However, IoT networking does not 
assume nodes are always-on in gen-
eral; some may be sleeping to conserve 
energy. On top of this, a majority of 
IoT communication involves a small 
amount of data transfer, which renders 
TCP’s handshake process for connec-
tion setup and teardown costly. Lastly, 
TCP treats the network as a virtual pipe 
and performs loss recovery end-to-end 
which causes additional delay and over-
head in lossy wireless environments. 
It misses the opportunity of utilizing 
in-network storage to buffer packets at 
each hop so that a lost packet can be re-
trieved from the cache right before the 
loss point.

In terms of application layer re-
quirements, IoT applications adopt 
the resource-oriented communica-
tion model. For example, smart-home 
monitors can request data generated 
by different sensors in a room. The first 
requirement is resource discovery. Re-
source discovery in IoT covers a broader 
scope; it can refer to services, devices, 

and data. This requires a generic ap-
proach for identifying heterogeneous 
IoT resources. For example, CoAP ad-
opted a URI-based naming scheme for 
resource identification [3]. However, a 
fundamental limitation of these TCP/IP 
based solutions is that TCP/IP cannot 
use application-layer names directly for 
resource discovery; instead they have to 
deploy mapping services, such as DNS-
based Service Discovery (DNS-SD) [4], 
increasing the system dependency and 
complexity.

Lastly, there is the security ques-
tion. TCP/IP was not designed with 
security and has thus been enhanced 
with a point-to-point channel-based 
protection model (e.g., TLS and DTLS), 
which secures the communication 
channel between two end-points. This 
model does not meet the security re-
quirements of the IoT environment for 
several reasons. Establishing a secure 
channel may need multiple rounds of 
handshakes for channel authentication 
and security parameter negotiation—a 
task that can be time and energy con-
suming. Also, both ends of a communi-
cation channel need to maintain a cer-
tain state before the communication 
terminates, adding pressure on mem-
ory usage if a device communicates 
with many others, as well as energy con-
sumption if the security associations re-
quire continued connectivity. It should 
be noted, IoT messages lose security 
protection once they are outside of the 
channel. For example, application data 
cached in middle boxes requires an ad-
ditional trust relationship to be estab-
lished between the resource owner and 
the middle boxes. These limitations 
drive the need for an object-based se-

Future IoT devices 
will be more 
powerful, and 
their increasing 
capabilities can 
enable a new 
generation of 
applications. 
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when it hears an interest packet with 
prefix “/home/bedroom,” can forward 
this interest to all interfaces that are 
registered with this prefix. Prefix reg-
istration and best path selection can 
be achieved through broadcast-based 
self-learning (in a similar way to ether-
net self-learning).

LOOKING AHEAD
Future IoT devices will be more pow-
erful, and their increasing capabilities 
can enable a new generation of appli-
cations. Nevertheless, IoT networking 
and security must be well-defined to 
serve as the basis for these new op-
portunities. NDN can help meet these 
requirements with its built-in security, 
naming schema, and data-centric net-
working. With efforts from both indus-
try and academia, NDN and future IoT 
devices can help humans to achieve a 
better quality of life.
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parties who are authorized with the ac-
cess to the data.

THE EVOLVING FUTURE  
OF IOT DEVICES WITH NDN
NDN can more naturally and robustly 
support auto-configuration, security, 
an integrated IoT framework, and het-
erogeneous network connectivity than 
ICP/TP.

With built-in security and naming 
schemes, autoconfiguration in NDN 
helps applications to bootstrap not 
only networking, but also security. Spe-
cifically, in an NDN-based home IoT 
network, as soon as a new device gets 
connected, it will obtain a unique and 
verifiable name under this IoT network, 
obtain a digital certificate for its own 
identity, and install the home’s trust 
anchor certificate together with a set 
of security policies. The name and the 
certificate enables Dnew to be discovered 
and authenticated by other devices in 
the same home, and the trust anchor 
enables Dnew to verify packets received 
from others.

By communicating with named, se-
cured packets, as opposed to channel-
based security like TLS and IPSec, NDN 
secures the content being transferred 
regardless of the involved devices. This, 
together with NDN’s stateful forward-
ing, brings several benefits: (1) secured 
data can be reused by any device that 
desires the data; (2) packet verification 
can be performed before applications 
receive any data, and thus trust man-
agement can be enforced starting from 
the network layer, independent from an 
individual application’s implementa-
tion; and (3) cryptographic keys in NDN 
are named, so their usages can be de-
fined and reasoned about using the se-
mantics embedded in the packet name 
and producer name, which helps auto-
mate trust management [5]. In design-
ing security solutions for home users, 
we simply cannot overemphasize the 
importance of usability. Smart-home 
users will be able to keep their home 
truly private when a home IoT system 
is built with stronger resiliency against 
failures that today’s cloud-based IoT 
systems experience, and with strong 
cryptographic protection that even the 
non tech-savvy can manage.

From the network management 
perspective, bringing the application 

namespace into the network layer helps 
intrusion detection. Unlike with nu-
merical source and destination IP ad-
dresses, an NDN router can obtain far 
more insight about its ongoing traffic 
because of the visible data names and 
its forwarding state, which helps facili-
tate intrusion detection and DDoS miti-
gation [6].

NDN can enable support for an in-
tegrated IoT framework. As discussed, 
NDN integrates security into appli-
cations’ data packet generation, and 
these application-generated packets 
are directly used for network commu-
nication. This enables an integrated 
IoT framework [7] with application 
support over NDN, without each appli-
cation having to build their own trust 
management, access control, and ser-
vice discovery. With well-defined nam-
ing conventions, devices from different 
vendors and applications developed by 
different parties can communicate us-
ing a unified namespace at the network 
layer. Also, since all data packets can be 
verified upon reception, an integrated 
trust management and access control 
system can be built below the applica-
tion layer. From an application devel-
oper’s perspective, such support can be 
implemented in an IoT software devel-
opment kit or library.

There are advantages NDN brings 
in supporting heterogeneous network 
connectivity. NDN, being a data-cen-
tric network architecture, naturally 
supports broadcast and multicast-
based IoT network systems. Consider 
a WiFi-connected air conditioner that 
needs to determine the temperature 
of a bedroom. Instead of figuring out 
one of the IP addresses of the tempera-
ture sensor in the bedroom (there may 
be multiple of them) and setting up 
the connection to request the data, in 
an NDN-connected home, a node can 
directly issue an interest “/home/bed-
room/temperature” to fetch the tem-
perature data from any temperature 
sensor which has data under this pre-
fix. With respect to heterogeneous net-
work connectivity support, compared 
with IP, which is strictly bound to a 
network interface controller (NIC) (two 
NICs cannot have the same IP address), 
an NDN name prefix can be registered 
on different network interfaces. For 
example, a forwarding-enabled device, 


