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Abstract

We present a watermarking procedure to embed copyright protection into digital audio by directly modifying the audio samples. Our audio-dependent watermarking procedure directly exploits temporal and frequency perceptual masking to guarantee that the embedded watermark is inaudible and robust. The watermark is constructed by breaking each audio clip into smaller segments and adding a perceptually shaped pseudo-random sequence. The noise-like watermark is statistically undetectable to prevent unauthorized removal. Furthermore, the author representation we introduce resolves the deadlock problem. We also introduce the notion of a dual watermark: one which uses the original signal during detection and one which does not. We show that the dual watermarking approach together with the procedure that we use to derive the watermarks effectively solves the deadlock problem. We also demonstrate the robustness of that watermarking procedure to audio degradations and distortions, e.g., those that result from colored noise, MPEG coding, multiple watermarks, and temporal resampling.

Zusammenfassung


Résumé

Nous présentons dans cet article une procédure de watermarking permettant d'intégrer une protection de droits d'auteur dans des données audio numériques par modification directe des échantillons audio. Cette procédure exploite
1. Introduction

Efficient distribution, reproduction, and manipulation have led to wide proliferation of digital media, e.g., audio, video, and images. However, these efficiencies also increase the problems associated with copyright enforcement. For this reason, creators and distributors of digital data are hesitant to provide access to their intellectual property. They are actively seeking reliable solutions to the problems associated with copyright protection of multimedia data.

Digital watermarking has been proposed as a means to identify the owner or distributor of digital data. Watermarking is the process of encoding hidden copyright information in digital data by making small modifications to the data samples. Unlike encryption, watermarking does not restrict access to the data. Once encrypted data is decrypted, the media is no longer protected. A watermark is designed to permanently reside in the host data. When the ownership of a digital work is in question, the information can be extracted to completely characterize the owner.

To function as a useful and reliable intellectual property protection mechanism, the watermark must be:

- **embedded** within the host media;
- **perceptually inaudible** within the host media;
- **statistically undetectable** to ensure security and thwart unauthorized removal;
- **robust** to manipulation and signal processing operations on the host signal, e.g., noise, compression, cropping, resizing, D/A conversions, etc.; and
- **readily extracted** to completely characterize the copyright owner.

In particular, the watermark may not be stored in a file header, a separate bit stream, or a separate file. Such copyright mechanisms are easily removed. The watermark must be inaudible within the host audio data to maintain audio quality. The watermark must be statistically undetectable to thwart unauthorized removal by a ‘pirate’. A watermark which may be localized through averaging, correlation, spectral analysis, Kalman filtering, etc., may be readily removed or altered, thereby destroying the copyright information.

The watermark must be robust to signal distortions, incidental and intentional, applied to the host data. For example, in most applications involving storage and transmission of audio, a lossy coding operation is performed on the audio to reduce bit-rates and increase efficiency. Operations which damage the host audio also damage the embedded watermark. The watermark is required to survive such distortions to identify the owner of the data. Furthermore, a resourceful pirate may use a variety of signal processing operations to attack a digital watermarking. A pirate may attempt to defeat a watermarking procedure in two ways: (1) damage the host audio to make the watermark undetectable, or (2) establish that the watermarking scheme is unreliable, i.e., it detects a watermark when none is present. The watermark should be impossible to defeat without destroying the host audio.
Finally, the watermark should be readily extracted given the watermarking procedure and the proper author signature. Without the correct signature, the watermark cannot be removed. The extracted watermark must correctly identify the owner and solve the deadlock issue (cf. Section 2) when multiple parties claim ownership.

Watermarking digital media has received a great deal of attention recently in the literature and the research community. Most watermarking schemes focus on image and video copyright protection, e.g., [1–3, 7, 10, 14, 15, 18, 19, 22, 24]. A few audio watermarking techniques have been reported. Several techniques have been proposed in [1]. Using a phase coding approach, data is embedded by modifying the phase values of Fourier transform coefficients of audio segments. Embedding data as spread spectrum noise have also been proposed. A third technique, echo coding, employs multiple decaying echoes to place a peak in the cepstrum at a known location. Another audio watermarking technique is proposed in [21], where Fourier transform coefficients over the middle frequency bands are replaced with spectral components from a signature. Some commercial products are also available. The ICE system from Central Research Laboratories inserts a pair of very short tone sequences into an audio track. An audio watermarking product MusiCode is available from ARIS technologies.

Most schemes utilize the fact that digital media contain perceptually insignificant components which may be replaced or modified to embed copyright protection. However, the techniques do not directly exploit spatial/temporal and frequency masking. Thus, the watermark is not guaranteed inaudible. Furthermore, robustness is not maximized. The amount of modification made to each coefficient to embed the watermark are estimated and not necessarily the maximum amount possible. In this paper, we introduce a novel watermarking scheme for audio which exploits the human auditory system (HAS) to guarantee that the embedded watermark is imperceptible. As the perceptual characteristics of individual audio signals vary, the watermark adapts to and is highly dependent on the audio being watermarked. Our watermark is generated by filtering a pseudo-random sequence (author id) with a filter that approximates the frequency masking characteristics of the HAS. The resulting sequence is further shaped by the temporal masking properties of the audio. Based on pseudo-random sequences, the noise-like watermark is statistically undetectable. Furthermore, we will show in the sequel that the watermark is extremely robust to a large number of signal processing operations and is easily extracted to prove ownership.

The work presented in this paper offers several major contributions to the field, including

A perception-based watermarking procedure: The embedded watermark adapts to each individual host signal. In particular, the temporal and frequency distribution of the watermark are dictated by the temporal and frequency masking characteristics of the host audio signal. As a result, the amplitude (strength) of the watermark increases and decreases with host, e.g., lower amplitude in ‘quiet’ regions of the audio. This guarantees that the embedded watermark is inaudible while having the maximum possible energy. Maximizing the energy of the watermark adds robustness to attacks.

An author representation which solves the deadlock problem: An author is represented with a pseudo-random sequence created by a pseudo-random generator [13] and two keys. One key is author dependent, while the second key is signal dependent. The representation is able to resolve rightful ownership in the face of multiple ownership claims.

A dual watermark. The watermarking scheme uses the original audio signal to detect the presence of a watermark. The procedure can handle virtually all types of distortions, including cropping, temporal rescaling, etc., using a generalized likelihood ratio test. As a result, the watermarking procedure is a powerful digital copyright protection tool. We integrate this procedure with a second watermark which does not require the original signal. The dual watermarks also address the deadlock problem.

In the next section, we introduce our noise-like author representation and the dual watermarking scheme. Our frequency and temporal masking models are reviewed in Section 3. Our watermarking design and detection algorithms are introduced in Sections 4 and 5. Finally, experimental results are presented in Section 6. Watermark statistics and fidelity results for four test audio signals are
presented. The robustness of our watermarking procedure is illustrated for a wide assortment of signal processing operations and distortions. We present our conclusion in Section 7.

2. Author representation, dual watermarking and the deadlock problem

Data embedding algorithms may be used to establish ownership and distribution of data. In fact, this is the application of data embedding or watermarking that has received most attention in the literature. Unfortunately, most current watermarking schemes are unable to resolve rightful ownership of digital data when multiple ownership claims are made, i.e., when a deadlock problem arises. The inability of many data embedding algorithms to deal with deadlock, first described by Craver et al. [4], is independent of how the watermark is inserted in the multimedia data or how robust it is to various types of modifications.

Today, no scheme can unambiguously determine ownership of a given multimedia signal if it does not use an original or other copy in the detection process to at least construct the watermark to be detected. A pirate can simply add his or her watermark to the watermarked data or counterfeit a watermark that correlates well or is detected in the contested signal. Current data embedding schemes used as copyright protection algorithms are unable to establish who watermarked the data first. Furthermore, none of the current data embedding schemes has been proven to be immune to counterfeiting watermarks that will correlate well with a given signal as long as the watermark is not restricted to partially depend in a non-invertible manner on the signal.

If the detection scheme can make use of the original to construct the watermark, then it may be possible to establish unambiguous ownership of the data regardless of whether the detection scheme subtracts the original from the signal under consideration prior to watermark detection or not. Specifically, [5] derives a set of sufficient conditions that watermarks and watermarking schemes must satisfy to provide unambiguous proof of ownership. For example, one can use watermarks derived from pseudo-random sequences that depend on the signal and the author. Ref. [5] establishes that this will work for all watermarking procedures regardless of whether they subtract the original from the signal under consideration prior to watermark detection or not. Ref. [20] independently derived a similar result for a restricted class of watermarking techniques that rely on subtracting a signal derived from the original from the signal under consideration prior to watermark detection. The signal-dependent key also helps to thwart the 'mix-and-match' attack described in [5].

An author can construct a watermark that depends on the audio signal and the author and provides unambiguous proof of ownership as follows. The author has two random keys \( x_1 \) and \( x_2 \) (i.e., seeds) from which a pseudo-random sequence \( y \) can be generated using a suitable pseudo-random sequence generator [16]. Popular generators include RSA, Rabin, Blum/Micali, and Blum/Blum/Shub [6]. With the two proper keys, the watermark may be extracted. Without the two keys, the data hidden in the signal is statistically undetectable and impossible to recover. Note that classical maximal length pseudo noise sequence (i.e., \( m \)-sequence) generated by linear feedback shift registers are not used to generate a watermark. Sequences generated by shift registers are cryptographically insecure: one can solve for the feedback pattern (i.e., the keys) given a small number of output bits \( y \).

The noise-like sequence \( y \) may be used to derive the actual watermark hidden into the audio signal or control the operation of the watermarking algorithm, e.g., determine the location of samples that may be modified. The key \( x_1 \) is author dependent. The key \( x_2 \) is signal dependent. The key \( x_1 \) is the secret key assigned to (or chosen by) the author. Key \( x_2 \) is computed from the audio signal which the author wishes to watermark. It is computed from the signal using a one-way hash function. For example, the tolerable error levels supplied by masking models (see Section 3) are hashed in [20] to a key \( x_2 \). Any one of a number of well-known secure one-way hash functions may be used to compute \( x_2 \), including RSA, MD4 [17], and SHA [12]. For example, the Blum/Blum/Shub pseudo-random generator uses the one way function
\( y = g_n(x) = x^2 \mod n \) where \( n = pq \) for primes \( p \) and \( q \) so that \( p = q = 3 \mod 4 \). It can be shown that generating \( x \) or \( y \) from partial knowledge of \( y \) is computationally infeasible for the Blum/Blum/Shub generator.

The signal-dependent key \( x_2 \) makes counterfeiting very difficult. The pirate can only provide key \( x_1 \) to the arbitrator. Key \( x_2 \) is automatically computed by the watermarking algorithm from the original signal. As it is computationally infeasible to invert the one-way hash function, the pirate is unable to fabricate a counterfeit original which generates a desired or predetermined watermark.

Deadlock may also be resolved using the dual watermarking scheme of [20]. That scheme employs a pair of watermarks. One watermarking procedure requires the original data set for watermark detection. This paper provides a detailed description of that procedure and of its robustness. The second watermarking procedure does not require the original data set. A data embedding technique which satisfies the restrictions outlined in [5] can be used to insert the second watermark. The second watermark need not be highly robust to editing of the audio segment since, as we shall see below, it is meant to protect the audio clip that a pirate claims to be his original. The robustness level of most of the recent watermarking techniques that do not require the original for watermark detection is quite adequate. The arbitrator would expect the original to be of a high enough quality. This limits the operations that a pirate can apply to an audio clip and still claim it to be his high-quality original sound. The watermark that requires the original audio sequence for its detection is very robust as we show in this paper.

In case of deadlock, the arbitrator simply first checks for the watermark that requires the original for watermark detection. If the pirate is clever and has used the attack suggested in [4] and outlined above, the arbitrator would be unable to resolve the deadlock with this first test. The arbitrator simply then checks for the watermark that does not require the original audio sequence in the audio segments that each ownership contender claims to be his original. Since the original audio sequence of a pirate is derived from the watermarked copy produced by the rightful owner, it will contain the watermark of the rightful owner. On the other hand, the true original of the rightful owner will not contain the watermark of the pirate since the pirate has no access to that original and the watermark does not require subtraction of another data set for its detection.

3. Audio masking

Audio masking is the effect by which a faint but audible sound becomes inaudible in the presence of another louder audible sound, i.e., the masker [9]. The masking effect depends on the spectral and temporal characteristics of both the masked signal and the masker. Our watermarking procedure directly exploits both frequency and temporal masking characteristics to embed an inaudible and robust watermark.

3.1. Frequency masking

Frequency masking refers to masking between frequency components in the audio signal. If two signals, which occur simultaneously, are close together in frequency, the stronger masking signal may make the weaker signal inaudible. The masking threshold of a masker depends on the frequency, sound pressure level (SPL), and tone-like or noise-like characteristics of both the masker and the masked signal [13]. It is easier for a broadband noise to mask a tonal, than for a tonal signal to mask out a broadband noise. Moreover, higher-frequency signals are more easily masked.

The human ear acts as a frequency analyzer and can detect sounds with frequencies which vary from 10 to 20,000 Hz. The HAS can be modeled by a set of 26 band-pass filters with bandwidths that increase with increasing frequency. The 26 bands are known as the critical bands. The critical bands are defined around a center frequency in which the noise bandwidth is increased until there is a just noticeable difference in the tone at the center frequency. Thus, if a faint tone lies in the critical band of a louder tone, the faint tone will not be perceptible.

Frequency masking models are readily obtained from the current generation of high-quality audio
codes. In this work, we use the masking model defined in ISO-MPEG Audio Psychoacoustic Model 1, for Layer I [8]. We are currently updating our frequency masking model to the model specified by ISO-MPEG Audio Layer III. The Layer I masking method is summarized as follows for a 32 kHz sampling rate [8,11]. The MPEG model also supports sampling rates of 44.1 kHz and 48 kHz.

Step 1: Calculate the spectrum. Each 16 ms segment of the signal \( s(n) \), \( N = 512 \) samples, is weighted with a Hann window, \( h(n) \):

\[
 h(n) = \frac{\sqrt{8/3}}{2} \left[ 1 - \cos \left( 2\pi \frac{n}{N} \right) \right]. 
\]  

(1)

The power spectrum of the signal \( s(n) \) is calculated as

\[
 S(k) = 10 \log_{10} \left[ \frac{1}{N} \sum_{n=0}^{N-1} s(n)h(n) \exp \left( -j2\pi \frac{nk}{N} \right) \right]^2.
\]  

(2)

The maximum is normalized to a reference sound pressure level of 96 dB. The power spectrum of a 32 kHz test signal is shown in Fig. 1.

Step 2: Identify tonal components. Tonal (sinusoidal) and non-tonal (noisy) components are identified because their masking models are different.

A tonal component is a local maximum of the spectrum \( S(k) > S(k+1) \) and \( S(k) > S(k-1) \) satisfying:

\[
 S(k) - S(k+j) > 7 \text{ dB},
\]

\[
j \in [-2, +2] \text{ if } 2 < k < 63
\]

\[
j \in [-3, -2, +2, +3] \text{ if } 63 \leq k < 127
\]

\[
j \in [-6, \ldots, -2, +2, \ldots, +6] \text{ if } 127 \leq k \leq 250.
\]

We add to its intensity those of the previous and following components: Other tonal components in the same frequency band are no longer considered. Non-tonal components are made of the sum of the intensities of the signal components remaining in each of the 24 critical bands between 0 and 15 500 Hz. The auditory system behaves as a bank of bandpass filters, with continuously overlapping center frequencies. These ‘auditory filters’ can be approximated by rectangular filters with critical

---

![Fig. 1. Power spectrum of audio signal.](image-url)
bandwidth increasing with frequency. In this model, the audible band is therefore divided into 24 non-regular critical bands. Tonal and non-tonal components of the example audio signal are shown in Fig. 2.

Step 3: Remove masked components. Components below the absolute hearing threshold and tonal components separated by less than 0.5 Barks are removed. A plot of the removed components, along with the absolute hearing threshold is shown in Fig. 3.

Step 4: Individual and global masking thresholds. In this step, we account for the frequency masking effects of the HAS. We need to discretize the frequency axis according to hearing sensitivity and express frequencies in Barks. Note that hearing sensitivity is higher at low frequencies. The resulting masking curves are almost linear and depend on a masking index different for tonal and non-tonal components. They are characterized by different lower and upper slopens depending on the distance between the masked and the masking component. We use $f_1$ to denote the set of frequencies present in the test signal. The global masking threshold for each frequency $f_2$ takes into account the absolute hearing threshold $S_a$ and the masking curves $P_i$ of the $N_t$ tonal components and $N_n$ non-tonal components:

$$S_m(f_2) = 10 \log_{10} \left[ 10^{S_a(f_2)/10} + \sum_{j=1}^{N_t} 10^{P_i(f_2,f_1)} + \sum_{j=1}^{N_n} 10^{P_n(f_2,f_1)} \right] / 10.$$  \hspace{1cm} (3)

The masking threshold is then the minimum of the local masking threshold and the absolute hearing threshold in each of the 32 equal width sub-bands of the spectrum. Any signal which falls below the masking threshold is inaudible. A plot of the original spectrum, along with the masking threshold, is shown in Fig. 4.

As a result, for each audio block of $N = 512$ samples, a masking value (i.e., threshold) for each frequency component is produced. Modifications to the audio-frequency components less than the masking threshold create no audible distortions to the audio piece.

Fig. 2. Identification of tonal components.
3.2. Temporal masking

Temporal masking refers to both pre- and post-masking. Pre-masking effects render weaker signals inaudible before the stronger masker is turned on, and post-masking effects render weaker signals inaudible after the stronger masker is turned off. Pre-masking occurs from 5 to 20 ms before the masker is turned on while post-masking occurs from 50 to 200 ms after the masker is turned off [13]. Note that temporal and frequency masking effects have dual localization properties. Specifically, frequency masking effects are localized in the frequency domain, while temporal masking effects are localized in the time domain.

We approximate temporal masking effects using the envelope of the host audio. The envelope is modeled as a decaying exponential. In particular, the estimated envelope $t(i)$ of signal $s(i)$ increases with the signal and decays as $e^{-\alpha t}$. An audio signal, along with its estimated envelope, is shown in Fig. 5.

4. Watermark design

Each audio signal is watermarked with a unique noise-like sequence shaped by the masking phenomena. The watermark consists of (1) an author representation (cf. Section 2), and (2) spectral and temporal shaping using the masking effects of the HAS.

Our watermarking scheme is based on a repeated application of a basic watermarking operation on smaller segments of the audio signal. A diagram of our audio watermarking technique is shown in Fig. 6. The length $N$ audio signal is first segmented into blocks $s_i(k)$ of length 512 samples, $i = 0,1,\ldots,[N/512] - 1$, and $k = 0,1,\ldots,511$. The block size of 512 samples is dictated by the frequency masking model we employ. Block sizes of 1024 have also been used. The algorithm works as follows. For each audio segment $s_i(k)$:

1. compute the power spectrum $S_i(k)$ of the audio segment $s_i(k)$ (Eq. (2));
2. compute the frequency mask $M_i(k)$ of the power spectrum $S_i(k)$ (cf. Section 3.1);
3. use the mask $M_i(k)$ to weight the noise-like
author representation for that audio block,
creating the shaped author signature $P_i(k) = \ Y_i(k)M_i(k)$;
4. compute the inverse FFT of the shaped noise
$p_i(k) = \text{IFFT}(P_i(k))$;
5. compute the temporal mask $t_i(k)$ of $s_i(k)$ (cf.
Section 3.2);
6. use the temporal mask $t_i(k)$ to further shape the
frequency shaped noise, creating the watermark
$w_i(k) = t_i(k)p_i(k)$ of that audio segment;
7. create the watermarked block $s_i(k) = s_i(k) + w_i(k)$.
The overall watermark for a signal is simply the
concatenation of the watermark segments $w_i$ for all
of the length 512 audio blocks. The author signature
$y$ for block $i$ is computed in terms of the personal
author key $x_1$ and signal-dependent key $x_2$ com-
puted from block $s_i$.

The dual localization effects of the frequency and
temporal masking control the watermark in both
domains. As noted earlier, frequency-domain
shaping alone is not enough to guarantee that the
watermark will be inaudible. Frequency-domain
masking computations are based on a Fourier
transform analysis. A fixed length Fourier transform
does not provide good time localization for our
application. In particular, a watermark computed
using frequency-domain masking will spread in time
over the entire analysis block. If the signal energy is
concentrated in a time interval that is shorter than
the analysis block length, the watermark is not
masked outside of that subinterval. This leads to
audible distortion, e.g., pre-echoes. The temporal
mask guarantees that the ‘quiet’ regions are not
disturbed by the watermark.

5. Watermark detection

The watermark should be extractable even if
common signal processing operations are applied
to the host audio. This is particularly true in the
case of deliberate unauthorized attempts to remove
it. For example, a pirate may attempt to add noise,
filter, code, re-sample, etc., an audio piece in an
attempt to destroy the watermark. As the embedded
watermark is noise-like, a pirate has insufficient
knowledge to directly remove the watermark.
Therefore, any destruction attempts are done
blindly.
Let \( r(i), 0 \leq i \leq N - 1 \), be \( N \) samples of recovered audio piece which may or may not have a watermark. Assume first that we know the exact location of the received signal. Without loss of generality, we will assume that \( r(i) = s(i) + d(i), \ 0 \leq i \leq N - 1 \), where \( d(i) \) is a disturbance that consists of noise only, or noise and a watermark. The detection scheme relies on the fact that the author or arbitrator has access to, or can compute, the original signal and the two keys \( x_1 \) and \( x_2 \) required to generate the pseudo-random sequence \( y \). Therefore, detection of the watermark is accomplished via hypothesis testing. Since \( s(i) \) is known, we specifically need to consider the hypothesis test

\[
\begin{align*}
\mathcal{H}_0: & \quad t(i) = r(i) - s(i) = n(i), \\
& \quad 0 \leq i \leq N - 1 \ (\text{No watermark}), \\
\mathcal{H}_1: & \quad t(i) = r(i) - s(i) = w'(i) + n(i), \\
& \quad 0 \leq i \leq N - 1 \ (\text{Watermark}),
\end{align*}
\]

\( (4) \)
where $w'(i)$ is the potentially modified watermark, and $n(i)$ is noise. The correct hypothesis is estimated by measuring the similarity between the extracted signal $t(i)$ and original watermark $w(i)$:

$$\text{Sim}(x,w) = \frac{\sum_{j=0}^{N-1} t(j)w(j)}{\sum_{j=0}^{N-1} w(j)w(j)}$$

(5)

and comparing with a threshold $T$. Note that Eq. (5) implicitly assumes that the noise $n(i)$ is white, Gaussian with a zero mean, even though this assumption may not be true. It also assumes that $w(i)$ has not been modified. These two assumptions do not hold true in most situations. However, our experiments indicate that, in practice, the detection test given in Eq. (5) is very robust (see Section 6). Our experiments also indicate that a threshold $T = 0.15$ yields a high detection performance.

Suppose now that we do not know the location of the observed clip $r(i)$. Specifically, suppose that $r(i) = s(i + \tau) + d(i)$, $0 \leq i \leq N - 1$, where, as before, $d(i)$ is a disturbance that consists of noise only, or noise and a watermark, and $\tau$ is the unknown delay corresponding to the clip. Note that $\tau$ is not necessarily an integer. In this case, we need to perform a generalized likelihood ratio test [23] to determine whether the received signal has been watermarked or not. Once more, we assume that the noise $n(i)$ is white, Gaussian with a zero mean even though this may not be true. This leads us to compare the ratio

$$\max, \exp(-\sum_{i=0}^{N-1}(r(i) - (s(i + \tau) + w(i + \tau)))^2)$$

$$\max, \exp(-\sum_{i=0}^{N-1}(r(i) - s(i + \tau)))^2)$$

(6)

with a threshold. If this ratio is higher than the threshold, we would declare the watermark to be present. Note that since $\tau$ is not necessarily an integer, computing the numerator and denominator of Eq. (6) requires that we perform interpolation or evaluate these expressions in the Fourier domain using Parseval’s theorem.

A generalized likelihood ratio test is also needed if one suspects that the received signal has undergone some other types of modifications, e.g., time-scale changes.

6. Results

We illustrate the inaudible and robust nature of our watermarking scheme on four audio pieces: the beginning of the third movement of the sonata in B flat major D 960 of Schubert (Piano, duration 12.8 s), interpreted by Vladimir Ashkenazy, a castanet piece (Castanet, duration 8.2 s), a clarinet piece (Clarinet, duration 18.6 s), and a segment of ‘Tom’s Diner’, an a capella song by Suzanne Vega (Vega, duration 9.3 s). All of the signals are sampled at 44.1 kHz. The Castanets signal is one of the signals prone to pre-echoes. The signal Vega is significant because it contains noticeable periods of silence.

A plot of a short portion (0.5 s) of the original clarinet signal is shown in Fig. 7a. The corresponding signal with the embedded watermark is shown in Fig. 7b. The watermark is displayed in Fig. 7c. Observe that the envelope of the watermark changes over time with the signal. In particular, the magnitude increases in more powerful regions and decreases in quiet portions.

We test the robustness of the audio watermarking procedure to several degradations and distortions, including those that result from colored noise, MPEG coding, multiple watermarks, and resampling. The robustness of our water-marking approach is measured by the ability to detect a watermark when one is present in an audio piece, i.e., high probability of detection. Robustness is further based on the ability of the algorithm to reject an audio piece when a watermark is not present, i.e., low probability of false alarm. For a given distortion, the overall performance may be ascertained by the relative difference between the similarity when a watermark is present (hypothesis $H_1$) and the similarity when a watermark is not present (hypothesis $H_0$). In each robustness experiment, similarity results were obtained for both hypotheses. In particular, the degradation was applied to the audio when a watermark was present. It was also applied to the audio when a watermark was not present. The similarity was computed between the original watermark and the recovered signal (which may or may not have a watermark). A large similarity indicates the presence of a watermark ($H_1$), while a low similarity suggests the lack of a watermark ($H_0$).
Similarity is computed on blocks of 100 consecutive 512 sample segments. Note that this corresponds to 1.16 s of audio at the 44.1 kHz sampling rate. For example, the duration of the Castanet signal is 8.2 s. A total of seven watermark detections are computed, each on 1.16 s of data. Smaller and larger blocks are easily handled.

6.1. Audio fidelity

The quality of the watermarked signals was evaluated through listening tests. In the test, the listener was presented with the original signal and the watermarked signal and reported as to whether any differences could be detected between the two signals. Eight people of varying backgrounds were involved in the listening tests. One of the listeners has the ability to perceive absolute pitch and two of the listeners have some background in music. In all four test signals, the watermark introduced no audible distortion. No pre-echoes were detected in the watermarked Castanet signal. The quiet portions of Vega were similarly unaffected. The results of the test are displayed in Table 1.

6.2. Additive colored noise

To model perceptual coding techniques and other watermarks, we corrupted the watermark with worst case colored noise which follows the frequency and temporal masks. Noise which has the same spectral characteristics as the masking threshold provides an approximation of the worst possible additive distortion to the watermark. The additive colored noise is generated in a similar way as the watermark. Specifically, a Gaussian white noise sequence is shaped by the frequency and temporal masks. The shaped noise is then added to the audio signal. The noise level is chosen to be
Table 1
Blind testing of watermarked audio

<table>
<thead>
<tr>
<th>Test audio</th>
<th>Original preferred to watermarked (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castanets</td>
<td>50.33</td>
</tr>
<tr>
<td>Clarinet</td>
<td>49.00</td>
</tr>
<tr>
<td>Piano</td>
<td>49.67</td>
</tr>
<tr>
<td>Vega</td>
<td>48.00</td>
</tr>
</tbody>
</table>

barely audible. As a result, it is a good approximation of the maximum noise that we can add before strong degradations. Note that the colored noise, as constructed, is almost identical to a second watermark interfering with the watermark we are attempting to detect. The additive colored noise test was run 1000 times for each signal, with a different noise sequence generated each time.

The similarity values obtained during testing indicate easy discrimination between the two hypotheses as shown in Fig. 8. The upper similarity curve in each plot corresponds to each of the test pieces with a watermark. The lower similarity curve correspond to each audio piece without a watermark. The error bars around each similarity value indicate the maximum and minimum similarity values over the 1000 runs. The x-axis corresponds to block number, i.e., block number 1 consists of the first 100 audio segments. As each audio segment is of length 512 samples, this corresponds to 51200 samples,

Fig. 8. Detection of watermarks is colored noise (a) Castanet, (b) Clarinet, (c) Piano, and (d) Vega. The error bars around each similarity value indicate the maximum and minimum similarity values over the 1000 runs.
i.e., 1.16 s of audio. For example, in Fig. 8a, the similarity values for block number 2 are measured over the Castanet signal from \( t = 1.16 \) s to \( t = 2.32 \) s. The similarity values vary over time for each test signal. This is to be expected, as power of the watermark varies temporally with the power of the host signal. Observe that the upper curve for each audio piece is widely separated from the lower curve over the entire duration of the signal. Selecting a decision threshold \( T \) anywhere in the range of approximately \( 0.1 \leq T \leq 0.9 \) guarantees a correct hypothesis decision for the four test signals in colored noise.

6.3. Cropping and filtering

Robustness to cropping and filtering was tested. Frequently, filtering operations are performed on audio to enhance certain spectral components. Initially, five short pieces (0.1 s) were randomly cropped from the test signals. The cropped segments were signal (i.e., non-noise) components. We added colored noise to the cropped segments and then applied a 15-tap low-pass filter with a cutoff frequency equal to \( \frac{1}{2} \) the Nyquist frequency of the signals. The test was repeated 1000 times by repeatedly generating new colored noise. During detection,
the GLRT described by Eq. (6) was employed to estimate the location of the crop. Detection results are presented in Fig. 9. For each test signal, a similarity with and without watermark is shown for the five cropped segments. The error bars indicate the maximum and minimum similarity over 1000 colored noise tests. The similarities of the watermarked segments are much larger than the non-watermarked segments.

6.4. MPEG coding

In many multimedia applications involving storage and transmission of digital audio, a lossy coding operation is performed to reduce bit-rates and increase efficiency. To test the robustness of our watermarking approach to coding, we added colored noise (cf. Section 6.2) to several watermarked and non-watermarked audio pieces and MPEG coded the result. The noise was almost inaudible and was generated using the technique described above. We then attempted to detect the presence of the watermark in the decoded signals.

The coding/decoding was performed using a software implementation of the ISO/MPEG-1 Audio Layer II coder with several different bit rates: 64, 96 and 128 kbits/s. The original and watermarked Castanets audio track for 1000 samples near $t = 3.0$ s is shown in Fig. 10a and b. In Fig. 10d, the signal MPEG coded at 96 kbits/s is displayed. The coding error shown in Fig. 10e, which is defined as the difference between the watermarked signal Fig. 10b and the coded signal Fig. 10d, is on the order of 10 times greater than the watermark shown in Fig. 10c! The results of the detection tests are plotted in Fig. 11. Although the errors produced by the coders are much greater than the embedded watermarks, the plots indicate easy discrimination between the two cases. A threshold chosen in the range of 0.15–0.50 produces no detection errors.

Fig. 10. Portions of Castanet signal (a) original, (b) watermarked, (c) watermark, (d) MPEG coded 96 kbits/s, and (e) coding error.
6.5. Multiple watermarks

Experiments were performed to obtain results for detecting watermarks in the presence of other watermarks. In particular, the audio clips were embedded with three consecutive watermarks, and then corrupted by colored noise and MPEG coded at 128 kbits/s. As indicated in Section 6.2, where the colored noise was created using the HAS masking models, additional watermarks pose no threat to each other. The results for detecting the three watermarks are shown in Fig. 12. Again, an audio signal with a watermark is easily discriminated from an audio signal lacking a watermark.

6.6. Temporal resampling

Our experiments also indicate that the proposed watermarking scheme is robust to signal resampling. The resampled signal is obtained by oversampling by a factor 2 and then down sampling by a factor 2 by extracting the interpolated samples. The results of detection after signal resampling are shown in Fig. 13. Although a lot of damage has been
introduced in the host audio data, the watermarks are readily extracted.

7. Conclusion

We presented a watermarking procedure to embed copyright protection into digital audio by directly modifying the audio samples. The watermarking technique directly exploits the masking phenomena of the human auditory system to guarantee that the embedded watermark is imperceptible. The owner of the digital audio piece is represented by a pseudo-random sequence defined in terms of two secret keys. One key is the owner’s personal identification. The other key is calculated directly from the original audio piece. The signal dependent watermarking procedure shapes the noise-like author representation according to the temporal and frequency masking effects of the host signal. The embedded watermark is inaudible and statistically undetectable. We also introduce the notion of a dual watermark. We show that the dual watermarking approach together with the procedure that we use to derive the watermarks effectively solves the deadlock problem.
Several tests have shown the robustness of the watermarking procedure to several audio degradations, including colored noise, MPEG coding, multiple watermarks, and temporal resampling. The watermark was readily detected in the experiments on short duration (1.16 s) segments of the audio signals.
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