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Abstract—Gate-level characterization (GLC) is the process of quantifying physical and manifestational properties for each gate of an integrated circuit (IC). It is a key step in many IC applications that target cryptography, security, digital rights management, low power, and yield optimization. However, GLC is a challenging task due to the size and structure of modern circuits and insufficient controllability of a subset of gates in the circuit. We have developed a new approach for GLC that employs thermal conditioning to calculate the scaling factors of all the gates by solving a system of linear equations using linear programming (LP). Therefore, the procedure captures the complete impact of process variation (PV). In order to resolve the correlations in the system of linear equations, we expose different gates to different temperatures and thus change their corresponding linear coefficients in the linear equations. We further improve the accuracy of GLC by applying statistical methods in the LP formulation as well as the post-processing steps. In order to enable non-destructive hardware Trojan horse (HTH) detection, we generalize our generic GLC procedure by manipulating the constraint of each linear equation. Furthermore, we ensure the scalability of the approaches for GLC and HTH detection using iterative IC segmentation. We evaluate our approach on a set of ISCAS and ITC benchmarks.

Index Terms—Gate-level characterization (GLC), hardware Trojans, process variation.

I. INTRODUCTION

As the scaling of high-performance integrated circuits (ICs) moves to deep-submicron (DSM) feature sizes, a higher degree of semiconductor integration provides ever increasing performance. However, simultaneously new challenges have been imposed on IC design and analysis. The consequences of deep-submicron technologies include exponentially increasing leakage energy, increased substrate noise, profound, and intrinsic process variation (PV), and increased susceptibility to environmental (e.g., thermal) and operational (e.g., supply voltage) variations. Among them, PV has emerged as the most limiting factor that essentially redefines IC synthesis and analysis flow.

PV may be defined as the deviation of IC devices and overall metrics from nominal specifications. For example, it has been reported that the frequency of a chip designed in 90-nm technology can vary by up to 30% from its nominal design values [2]. For leakage current, the variations are much higher and may reach up to 20+X [2].

In particular, PV has a large impact on hardware and system security. Malicious attacks, such as hardware Trojan horses (HTHs) [3], are difficult to detect because otherwise easy to observe variations caused by added HTHs cannot be distinguished easily from those created by PV. Therefore, in order to detect HTHs, an accurate implicit or explicit characterization of the IC subject to PV is required.

Gate-level characterization (GLC) is the process of characterizing each gate of an IC in terms of its physical properties, such as gate width and effective channel length, or its manifestational properties, such as power and delay. Several research efforts [4]–[6] have proposed conceptually different non-destructive GLC techniques. However, none of them is capable of characterizing all gates due to insufficient diversity of linear equations that correspond to power or delay measurements. To the best of our knowledge, this is the first report of a technique that guarantees complete GLC.

We have developed a new approach for GLC that employs actuating side channels for IC conditioning. The crucial observation is that leakage energy increases rapidly and exponentially with temperature. Selective thermal conditioning exposes different subsets of gates to different temperatures and thus change their coefficients in the system of linear equations in addition to the changes produced by the different input vectors. It provides a simple and practical way to break the correlations in the system of equations and to increase the controllability over the gates. Hence, thermal conditioning enables conduction of accurate and complete GLC regardless of the structure and functionality of the design.

Our starting point for HTH detection is the following simple but essential observation. An intelligently placed HTH cannot be observed using delay analysis because it can be inserted so that it does not impact any critical path or path that becomes critical after its insertion. Also, the HTH can be embedded in such a way that it does not influence the overall switching energy because it may be activated only after a long period of time. However, any HTH always impacts leakage currents. Its leakage current impact can be very small for large circuits. Therefore, we need techniques that can greatly amplify this impact to enable detection. We have created three such techniques. The first is that we use a large number of measurements in order to detect a small systematic signal in much larger “random noise.”
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The second is that we select as input vectors ones that induce a majority of gates to have low leakage. Finally and most importantly, we impact the leakage currents of gates exponentially using thermal conditioning.

We detect HTHs by imposing additional constraints on the objective function and each of the GLC linear equations. Therefore, we use constraint manipulation that superimposes additional constraints onto the problem formulation in such a way that any produced solution has a specified set of features. New terms are added to the constraints of the linear programming (LP) formulation for GLC in such a way that their values indicate whether a HTH is added or not. Specifically, we add an additional variable that corresponds to HTH presence or absence. If a HTH is not present, the system of linear equations is consistent and the added variable will have zero or small value. If a HTH is present, each equation will be biased and LP solvers will assign nonzero value to the superimposed term.

Our major research contributions include the following:

- a thermal conditioning-based approach that ensures that scaling factors of all gates can be characterized accurately;
- the use of statistical methods, namely maximum-likelihood estimation (MLE), to improve the accuracy of characterization;
- a segmentation-based technique that ensures the scalability of the GLC approach by using iterative IC segmentation;
- a systematic method for HTH detection based on the thermally conditioned GLC that leverages a simple but effective constraint manipulation technique.

II. RELATED WORK

In this section, we briefly review directly related GLC and HTH research. GLC techniques can be classified into four major groups: 1) direct measurements approaches; 2) schemes that employ FPGA reconfiguration; 3) approaches that create and observe special IC structures and specialized circuitry; and 4) non-destructive techniques that conduct global measurements and deduce scaling factors of each gate by solving a system of equations.

Direct measurement techniques use atomic force microscopes (AFM), electric line measurements (ELM), and optical instruments to directly measure critical dimensions (e.g., effective channel length) [7]. They are very accurate, have a wide range of speeds (e.g., AFM-based techniques are much slower than ELM), and their application is often restricted to the measurements of critical dimensions.

FPGA GLC techniques iteratively create blocks of clock measurement circuitry and isolate a block under characterization to conduct delay characterization of gates and wires [8]. The third group of techniques populate chips with simple structures such as ring oscillators and delay lines that can be easily characterized in terms of gate delay through clock sweeping and counting techniques [9]. The main limitation of these two types of techniques is that they can be applied only to specific types of designs.

Finally, non-destructive GLC techniques can be divided into two classes. The first class does not impose any assumptions about spatial correlation of gate scaling factors [5], [10]–[12]. The second class uses spatial correlation, transformations, and techniques such as compressed sensing to reduce cardinality of the system of equations [4].

IBM researchers proposed one of the first techniques for HTH detection. There is a significant but far from complete relationship between manufacturing testing and HTH detection. Several early HTH detection approaches tried to employ functional test techniques. For example, Case Western researchers proposed generation of test vectors that maximize the likelihood of detecting HTHs that consist of 2-input gates that rarely switch [13]. Also, several automatic test pattern generation (ATPG) techniques were employed within the divide-and-conquer paradigm [14]. Two types of HTH detection techniques analyzed pertinent ICs in terms of their delay from one flip-flop to another using either deterministic [15] or statistical methods [16]. A number of HTH detection techniques advocate the use of switching power measurements [17], [18]. Researchers from UCLA [6] advocate leakage current-based HTH detection techniques. A comprehensive recent survey of HTH detection is presented in [3].

III. PRELIMINARIES

In this section, we introduce the system models used by GLC and HTH detection approaches, including power and delay, process variation, and power measurements models.

A. Power and Delay Models

We adopt leakage power as the side channel for constructing the system of linear equations in GLC and HTH detection. In addition, the temperature characterization that is required in our thermal conditioning scheme is based on leakage power, switching power, and delay measurements. Equation (1) is the gate-level leakage power model [19], where $L$ is effective channel length, $V_{th}$ is threshold voltage, $W$ is gate width, $V_{dd}$ is supply voltage, $n$ is subthreshold slope, $\mu$ is mobility, $C_{ox}$ is oxide capacitance, $\phi_{b}$ is thermal voltage $\phi_{b} = kT/q$, and $\sigma$ is drain induced barrier lowering (DIBL) factor as follows:

$$P_{\text{leakage}} = 2 \cdot n \cdot \mu \cdot C_{ox} \cdot \frac{W}{L} \cdot \left( \frac{kT}{q} \right)^{2} \cdot V_{dd}^{2} \cdot e^{(\sigma \cdot V_{th} - \phi_{b})/n \cdot (kT/q)},$$ (1)

The gate-level switching power model [19] is specified in (2), where the switching power is dependent on oxide capacitance $C_{ox}$, gate width $W$, effective channel length $L$, switching probability $\alpha$, and supply voltage $V_{dd}$ as follows:

$$P_{\text{switching}} = \alpha \cdot C_{ox} \cdot W \cdot L \cdot V_{dd}^{2}.$$

Equation (3) shows the gate-level delay model [19], where $C_{L}$ is load capacitance, $k_{tp}$ is a model-fitting parameter, and $k_{fp}$ is the delay-fitting parameter as follows:

$$\text{Delay} = \frac{k_{tp} \cdot C_{L} \cdot V_{dd}}{2 \cdot n \cdot \mu \cdot C_{ox} \cdot W \cdot \left( \frac{kT}{q} \right)^{2} \cdot \left( \ln(\epsilon^{(1+\sigma) V_{dd} - V_{th}}/2n \cdot (kT/q) + 1) \right)^{2}}.$$ (3)
B. Process Variation

We develop a GLC approach to characterize the impact of PV. The GLC method is generic and can characterize circuits of any arbitrary PV model. For the evaluation of our approach and the presentation of simulation results, we select 45-nm technology and the variabilities in terms of effective channel length and threshold voltage (level of doping) as indicated in Asenov’s paper [20]. Also, in order to capture the spatial correlations of gate-level properties (e.g., inter-chip, die-to-die, wafer-to-wafer, systematic and random), we adopt two models by Cline et al. [21], namely principal component analysis (PCA) and quad-tree models.

There are two parameters that are directly impacted by PV: effective channel length (L) and threshold voltage (Vth) [20], [21]. For Vth, we adopt Gaussian distribution as proposed by Asenov et al. [20]. For L, we follow the quad-tree model proposed by Cline et al. [21] that considers the spatial correlations among gates. In the quad-tree model, the gate-level properties (e.g., effective channel length) subject to PV are distributed into multiple levels, with a different number of grids allocated on each level. The grids on each level are assigned variation values that follow a normal distribution. We calculate the total value of the target gate-level property as the sum of the variations on each level of the grids to which the corresponding gate belongs. We show the quad-tree model in (4), where \( \Delta s_{ij} \) is the quantitative variation of \( i \)th level and \( j \)th grid to which the gate belongs, and \( \mu_i \) and \( \sigma_i \) are parameters of the normal distribution at level \( i \), as follows:

\[
\Delta s = \sum_i \Delta s_{ij}, \quad \text{where} \quad \Delta s_{ij} \sim N(\mu_i, \sigma_i),
\]

C. Power Measurements

IDDQ and IDDT based tests for power measurements are widely used by the IC test community [22]. We note that all measurements are subject to errors, which have significant impact on GLC accuracy. For example, as discussed in Kocher’s work [23], well-equipped electronic labs have equipment that can digitally sample voltage differences at a rate of over 1 GHz with less than 1% error. More recently, there are accurate and inexpensive measuring instruments that are available in the market to minimize the measurement errors. For example, the power source measurement unit by National Instruments [24] is capable of reducing the measurement errors to the range of \( 10^{-1} - 10^{-5} \).

In the simulation of GLC, we select the conservative estimate of 1% as the measurement error rate, in order to show that our GLC approach is accurate even under relatively large measurement errors. We further improve the accuracy greatly by applying more accurate power measuring instruments that are available and inexpensive. We formulate the measurement errors as follows:

\[
\hat{p} = (1 + e_s + e_r)p
\]

where \( \hat{p} \) is the measured power, \( p \) is the actual power, \( e_s \) is the systematic error in the measurement of each gate, which is consistent over all gates, and \( e_r \) is the random error that is caused by random factors in the measurement. In selection of a random distribution for \( e_r \), we consider two principles: 1) that the proposed distribution must be accurately addressed by linear programming; and 2) that combinations of this distribution with different parameters must be such that all interesting, popular, and relevant other distributions can be easily composed by the selected distribution and posed to a linear program that optimizes a piecewise linear objective function and can still be solved in polynomial time by LP solvers. Under these considerations, we select a triangular distribution where the probability density of error can be formulated as follows:

\[
p(e_r) = \begin{cases} \frac{2(a - e_r)}{(b - a)(c - a)}, & \text{for } a \leq e_r \leq c \\ \frac{2(b - e_r)}{(b - a)(b - c)}, & \text{for } c \leq e_r \leq b \end{cases}
\]

where \( a, b, \) and \( c \) are parameters for the triangular distribution, namely minimum, maximum and most likely errors, respectively. Furthermore, we set the parameters in such a way that the expected mean error over all gates is a constant error rate \( e_c \) that we specify. In particular, we have the following equation for calculating the parameters of a triangular distribution

\[
|e_s| + \int_a^b |e_r|p(e_r) \, de_r = e_c.
\]

IV. Gate Level Characterization

The starting point for our HTH detection is GLC. Our goal in GLC is to characterize the scaling factor of each gate using a set of leakage power measurements of the entire circuit.

A. Desiderata

We have two primary GLC desiderata:

- **Accuracy.** The results of characterization must be accurate, i.e., the difference between characterized scaling factors and the actual values is minimal. Since measurement errors are naturally present, we must filter out the error noise.
- **Number of characterized gates.** Our goal is to characterize all the gates on the target circuit so that we are able to detect HTH gates at any locations. In most cases, this objective is challenging due to the fact that there are a large portion of gates in the circuit that are of the same type and have low observability.

B. Overall Flow

We start our GLC approach by applying \( k \) different input vectors that are stored in flip-flops to the combinatorial logic and measure the total leakage power of the circuit for each of them. Next, we generate a system of \( k \) equations and formulate a linear program. The objective function is to minimize the sum of the absolute value (L1-norm) of measurement errors, as shown in (8), where \( m \) is the number of measurements, and \( \epsilon_i \) is the error of the \( i \)th measurement.

\[
\min \sum_{i=1}^{m} |\epsilon_i|.
\]

The system of linear equations (constraints) has the following form:

\[
K \cdot s = \hat{p} + e
\]
where \( K \in \mathbb{R}^{m \times n} \) is the matrix of coefficients for leakage power scaling factors that are impacted by gate types and their input vectors. \( m \) is the number of measurements, and \( n \) is the number of gates on the chip. \( s, \hat{p}, \) and \( e \) are one-dimensional vectors representing the scaling factor of each gate, the measured power, and the unknown measurement error in each measurement, respectively. The format of (9) means that those of linear constraints in a LP. Note that we abstract the impact of PV on leakage power (or switching power, delay) using a scaling factor \( s_i \) for each gate \( i \) in the circuit. Our goal in GLC is to characterize the scaling factors of all gates by solving the LP. After obtaining the scaling factors, we can recover the manifestational properties due to PV from their nominal design values.

The flow of GLC and HTH detection includes three phases, namely pre-processing, GLC, and post-processing, as shown in Fig. 1. In the pre-processing phase, we first generate the IC instances that take into account the impact of PV. We combine the PV model for individual devices presented by Asenov’s group [20] with the spatial correlation model proposed in [21]. Next, we generate a set of input vectors in the GLC measurement phase. The goal during input vector generation is to make the maximum number of gates, gate pairs, and gate triplets have all their possible input signal combinations, so that the possibility of linear dependencies in the system of linear equations is minimized. Also, we heat up the circuit selectively by switching certain gates on the circuit in such a way that all the remaining correlations in the system of linear equations can be resolved. After pre-processing, we begin the process of GLC, in which we apply the set of input vectors and measure the total leakage power for each of them. For each measurement value, we formulate a linear equation by summing up the leakage power of each gate and considering the measurement errors. For HTH detection, we further add a single HTH variable in each of the linear equations that represents the presence of HTHs. Next, we solve the system of linear equations using a LP solver and obtain results for each PV scaling factor as well as the value of HTH variable in the case of HTH detection.

We repeat the GLC procedure \( k \) times (in our simulations \( k = 50 \)) and conduct post-processing using the obtained results. We apply maximum-likelihood estimation (MLE) that selects the most likely scaling factor for each gate as our eventual results of GLC. Finally, we employ statistical methods to validate our prediction results. For this purpose we use resampling, where 60% of the GLC results are used for the training set and 40% for the testing set. The entire GLC procedure terminates when the validated GLC accuracy is within a user predefined threshold value.

C. Measurements and Equations

1) Technical Issues: The structure of matrix \( K \) and thus the formulation of the LP are highly dependent on the choice of input vectors. In order to characterize the scaling factors accurately, one must minimize the dependencies amongst the variables in the system of equations. A simple way of achieving the goal is to create as many equations as possible. However, this technique has two strong negative ramifications:

- Large-Size LP. The number of gates is large in most of the benchmarks. Hence, the formulated LP may easily exceed the processing power of LP solvers.
- Correlations. Even if we are able to handle a large number of equations, ideally all the possible input vectors, we still cannot characterize the gates that are correlated in the system of linear equations. We define two types of correlations: 1) between gates that always have the same ratio of coefficients (collinearity correlation); and 2) between gates for which we are not able to obtain a sufficient number of independent equations because the number of variables is larger than the number of equations (insufficient controllability). Collinearity correlation usually occurs when multiple gates are of the same type and always have the same input states. The insufficient controllability correlation is a consequence of IC structure when a subpart of the circuit has many gates but few intermediate inputs that control them.

The running times and coverage issues in the pertinent set of equations induce a need to reduce the size of the LP and to break the correlations. We address the first issue by pre-processing the input vectors in such a way that we maximize the number of unique coefficients in front of each variable. We address the second issue using correlation detection and thermal conditioning. We discuss correlation detection in the rest of this subsection. The thermal conditioning technique is covered in Section V.

2) Correlation Detection: Since the correlated variables in the system of linear equations cannot be solved by the LP solver,
we detect them so that we can either break the correlations or, in the worst case, combine those variables to reduce the size of the LP. We have developed two techniques to detect collinearity correlations. The first one is straightforward: we check the coefficients for all pairs of variables using exhaustive enumeration. If there exists a pair of gates for which the ratio of coefficients are identical over all the equations, the pair of gates is correlated.

The second technique employs our LP formulation itself. We add one more constraint in the LP formulation that sets one of the potentially correlated gates to a very large value; if correlations exist, the LP solution would show that several other variables become very small. Therefore, these gates are correlated with the gate whose value has been modified by the extra constraint.

For insufficient controllability correlations, the detection is not trivial, because the number of subparts of the circuit that can possibly have correlations is large. We solve this problem by manipulating the objective function. In particular, we change the objective function to maximize a single variable. If a subset of the gates in the circuit have insufficient controllability correlation, the other variables would become very small.

D. Improving the Objective Function

So far we have been using the $\ell_1$-norm of measurement errors as the objective function in the LP. Although the $\ell_1$-norm helps reduce large errors, it is not capable of leveraging the measurement error model. In order for the optimization process to follow exactly the measurement error distribution, we consider the likelihood function of the measurement error distribution in our objective function. Our goal is to find the solution of maximum likelihood. For the triangular distribution, the objective function is the following:

$$\max \; \ell(e_r) = \sum_{i=1}^{m} \log(e_s + \rho(e_r))$$

(10)

where $\rho(\cdot)$ is the probability density function of the triangular distribution. The new objective function is nonlinear and cannot be handled by the LP solver directly. Our solution is to create a piecewise linear function that approximates the nonlinear function. In particular, we find a subset of breakpoints on the nonlinear curve. By connecting these breakpoints using piecewise linear segments, we obtain a linear form of the objective function. Fig. 2 shows an example of the likelihood function and the piecewise linear approximation, where $f_i(e_r)$ is the $i$th segment of the piecewise linear function. Suppose we have $N$ breakpoints and thus $N + 1$ linear pieces. $u_i(1 \leq i \leq N + 1)$ are the breakpoints, with $u_0 = 0$ and $u_{N+1} = b$. $a_i$ and $b_i$ are parameters determined by $u_{i-1}$ and $u_i$.

The problem of finding breakpoints in piecewise linear approximation can be solved provably optimally in polynomial time using dynamic programming [26]. The linearization is sufficient to obtain a piecewise linear representation of any arbitrary function. However, it requires the error function to be convex in order to guarantee the optimality of the results.

E. MLE Post-Processing

The results obtained from the LP are impacted by several factors including the precision of the LP solver and the accuracy of the power measurements. In order to obtain more accurate results, we post-process the result data using MLE. In particular, we repeat the GLC procedure $k$ times and collect the results from the LP solver. Next, we apply goodness-of-fit tests on the data from each run, and estimate the statistical distribution of the scaling factors over different runs. According to the distribution that each scaling factor follows, we create its approximate density function, say $p(s_i)$, and set our estimated value of $s_i$ to be the one that maximizes the following likelihood function:

$$\hat{s}_i = \arg\max_{s_i} \log p(s_i).$$

(13)

We repeat the MLE post-processing over all the scaling factors and obtain the final GLC values.

V. GATE LEVEL CHARACTERIZATION USING THERMAL CONDITIONING

In this section, we discuss our thermal conditioning approach to GLC that resolves the correlation issues in the system of linear equations.

A. Technical Issues

As discussed in Section IV, there are two technical issues that we must resolve in GLC. First, if the target circuit is large, it requires a large number of measurements as well as a very large
LP that is difficult to solve. Second, we must break the correlations in the system of linear equations in order to characterize all the gates on the circuit. The only way to break these correlations is to find alternatives to supplement input vector variation for changing the coefficients of the scaling factor variables.

We solve both technical issues using thermal conditioning, where we heat up a subset of gates to change their coefficients in the system of linear equations. Our intuition is based on the fact that gate-level leakage power depends on the temperature of the gate [as shown in (1)] and that IC heat-up is much faster than the cooling process (as discussed in [25]). Therefore, thermal conditioning provides us with an additional way of controlling a subset of gates in the circuit and thus enables us to change the coefficients of the scaling factors in the system of linear equations. By using thermal conditioning, we can obtain sufficient number of equations regardless of the number of input vectors that can be applied. Furthermore, we are able to break the collinearity correlation, since we can obtain different coefficients even without changing the input vectors.

B. Flow of Thermal Conditioning

We show our flow of thermal conditioning in Fig. 3. We first conduct correlation detection using the techniques discussed in Section IV to determine the subset of gates that are either subject to collinearity correlation or insufficient controllability. Next, we perform thermal conditioning on the set of correlated gates by applying a set of input vectors that cause the gates to switch. The heat generated while switching increases the temperatures of the gates. In order to calculate the new coefficients of the scaling factors in the system of linear equations, we select a subset of gates on the circuit as the representative gates, which can provide us with the temperature profile of the entire circuit (as shown in Algorithm 1). We characterize the new temperatures of the subset of gates by measuring leakage power, switching power, and delay and solving a system of nonlinear equations following the power and delay models discussed in Section III. We utilize the characterized temperatures of the gates as representative temperatures and determine the temperature of each gate in the circuit under the consideration of heat transfer. Finally, we apply the new coefficients to GLC using leakage power measurements and characterize the scaling factor of each gate.

Algorithm 1 Temperature Characterization: we conduct leakage power, switching power, and delay measurements on the pertinent IC and formulate three nonlinear equations with variables $T$, $L$, and $V_{th}$. We calculate $T$ by solving the three nonlinear equations.

<table>
<thead>
<tr>
<th>Input: Target circuit for characterization.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Temperature $T_i$ of each gate $i$.</td>
</tr>
<tr>
<td>1: repeat</td>
</tr>
<tr>
<td>2: Select a set $I$ of input vectors;</td>
</tr>
<tr>
<td>3: Determine (via correlation detection) $S_{\text{leakage}}$, the set of gates that do not have correlations with other gates in the system of linear equations in leakage power GLC;</td>
</tr>
<tr>
<td>4: Determine (via simulation) $S_{\text{switching}}$, the set of gates that switch with more than $k%$ probability when $I$ is applied;</td>
</tr>
<tr>
<td>5: Determine (via simulation) $S_{\text{delay}}$, the set of gates that are on critical path with more than $k%$ probability when $I$ is applied;</td>
</tr>
<tr>
<td>6: $S_{\text{rep}} = S_{\text{leakage}} \cap S_{\text{switching}} \cap S_{\text{delay}}$;</td>
</tr>
<tr>
<td>7: until $S_{\text{rep}} \neq \emptyset$;</td>
</tr>
<tr>
<td>8: Conduct leakage power, switching power, and delay characterization using GLC;</td>
</tr>
<tr>
<td>9: for each gate $i$ in $S_{\text{rep}}$ do</td>
</tr>
<tr>
<td>10: Formulate leakage power equation using (1);</td>
</tr>
<tr>
<td>11: Formulate switching power equation using (2);</td>
</tr>
<tr>
<td>12: Formulate delay equation using (3);</td>
</tr>
<tr>
<td>13: Solve the three equations for $T$, $L$, and $V_{th}$ using non-linear programming;</td>
</tr>
<tr>
<td>14: end for</td>
</tr>
<tr>
<td>15: Calculate the new temperatures $T_i$ for all gates in the circuit using $S_{\text{rep}}$;</td>
</tr>
<tr>
<td>16: return $T_i$;</td>
</tr>
</tbody>
</table>

1) Thermal Conditioning Using Gate Switching: We conduct input vector control to increase by different amounts the temperatures of the subset of gates that are subject to correlations in the system of linear equations. In particular, we select a set of input vectors in such a way that they can switch the set of correlated gates identified by correlation detection in different ways. The heat generated during switching increases the temperatures of the gates and thus change their coefficients in the system of linear equations. The key observation is that gate switching is very fast (on the order of nanoseconds), while the cooling process is much slower (on the order of seconds) [25]. Therefore, we can increase the temperatures of the subset of gates rapidly and assume that the new temperatures we obtain stay constant for seconds until we completely characterize all gates in GLC.

2) Temperature Characterization Using Leakage Power, Switching Power, and Delay Measurements: In order to calculate the new coefficients in the system of linear equations after thermal conditioning, we must determine the temperature profile of all the gates in the circuit. There are three variables in the gate-level properties, as shown in (1)–(3), temperature ($T$), effective channel length ($L$), and threshold voltage ($V_{th}$). From these three equations, we are able to solve for temperature $T$. The formulation of these three equations requires that we obtain gate-level leakage power, switching power, and delay. Our approach for temperature characterization is nondestructive and does not require complicated thermal models or thermal management tools. We first select a subset of gates for which
we can characterize all the three properties using GLC, i.e., the gates that are on critical path, switch often, and do not have correlations in the system of linear equations with other gates in terms of leakage power. Next, we conduct gate-level leakage power, switching power, and delay characterization of the selected gates using the GLC method (described in Section IV). After obtaining their gate level leakage power, switching power, and delay, we formulate three nonlinear equations according to (1)–(3) for each gate and solve for the variables $T$, $L$, and $V_{th}$. Finally, we use the temperatures of the selected gates as the representative temperatures and determine the temperature profile of the entire circuit, under the consideration that the gates that are physically close to each other on the circuit have similar temperatures due to heat transfer. We show the pseudocode for selecting the representative gates and calculating the temperatures in Algorithm 1.

3) **Gate Level Leakage Power Characterization:** After obtaining the new temperatures of the gates, we follow (1) to set the new coefficients in the system of linear equations. In this way, we are able to create various independent linear equations that break both types of correlations.

### C. Scalability

Due to limitations of the LP solver, the aforementioned thermal conditioning based GLC scheme only works for a circuit with hundreds of gates. However, in the modern IC industry, most IC designs have many more gates, up to the magnitude of millions. Our main idea to ensure scalability is to apply a divide-and-conquer approach to the target circuit. In particular, we develop a segmentation-based technique that decomposes the large circuit into small subparts, each of which can be easily solved by the LP solver.

There are three ways that we have considered to segment the circuit: 1) varying a subset of the inputs and freezing the rest; 2) increasing the temperatures of a certain part of the circuit; or 3) using extra circuitry (e.g., multiplexers) to select a small part of the circuit each time. In each of these methods, the key idea is to freeze a large part of the circuit either accurately or approximately, so that we can represent it as a constant in the LP. Next, we treat a small varying part of the circuit as a separate circuit, which can be easily characterized by solving a small system of linear equations.

We focus on the first approach that applies input vector control (IVC) in order to freeze a large part of the circuit. We also adopt increasing the temperatures of the gates as a complementary approach in the case where a large number of gates are correlated in the system of linear equations and difficult to separate. Our IVC scheme for segmentation is based on the controllability list [27]. A controllability list for a gate is a input vector that sets that specific gate to either logic state 0 or 1. For our purpose, we obtain two controllability lists for each gate in the circuit, one for logic state 0 and one for logic state 1. The algorithm for determining a controllability list is a heuristic algorithm as discussed in [27]. We utilize the controllability lists to determine the input vectors to segment the circuit. Specifically, we select input vectors in such a way that a large amount of gates stay in low leakage power, and thus we are able to separate the remaining small part out of the circuit. Our segmentation-based approach is iterative; we treat the characterized results of known segments as inputs to the characterization of remaining segments. In this way, we ensure that the whole process converges and we can characterize all the gates in the circuit.

### VI. HTH Detection Using GLC

A hardware Trojan horse (HTH) [3] is a malicious modification of an IC. The alteration may impact the functionality of the circuitry, change the original characteristics (e.g., propagation delay or leakage power), or even leak confidential information. HTHs may pose a significant threat to IC security. Due to the increasing trend in IC outsourcing, today’s design and manufacturing is a global business. However, it is difficult to address this issue because in the current IC manufacturing model, foundries have complete access to the hardware specification and may conduct malicious modifications. Therefore, HTH detection after manufacturing is of high necessity and has become a main concern in the IC industry. A typical type of HTH attack is to add additional gates to the circuit [3].

HTH detection is much more challenging than IC testing because attackers tend to hide the HTHs from common detection techniques. For example, attackers may embed a very small HTH that is activated only when a rare activation condition is satisfied. This kind of HTH would render the traditional functional testing method ineffective in detecting the HTHs, because it is extremely difficult for the test vectors to activate and capture the embedded HTHs.

Our starting observation is that regardless of the HTH type, switching activity, or placement strategy, the added gates always increase the total leakage energy. However, just observing the leakage energy is not sufficient due to the presence of PV. The key insight is that the extra HTH gates introduce a systematic bias in the total leakage power and, therefore, enable detection of any HTH by using systematic measurements.

Our idea is to introduce an extra component in the power measurement equations that captures the systematic bias caused by HTHs. Since we do not have any information about possible HTHs, such as their types, locations, or input signals, we abstract all HTHs into a single variable called HTH variable. In the process of HTH detection, we add this HTH variable to each of the linear equations regardless of whether or not any HTHs exist, which we do not actually know before the HTH detection procedure. We keep other parts of the linear equations unchanged.

Note that the most difficult case for HTH detection using leakage energy is when only one extra gate is added in the circuit, because it causes the least bias in leakage power and can be best hidden under PV or other sources of errors. Therefore, hereafter we only discuss and demonstrate the case where a single HTH gate is added by attackers.

In order to better illustrate our HTH detection technique, we show a HTH detection example in Fig. 4 on ISCAS benchmark circuit C17. We assume that the attacker may have added an extra HTH gate in the circuit. We use a NAND gate in this example as the HTH gate because NAND gates have the lowest leakage power among all the gates, and thus this is the hardest case for HTH detection. Our linear program to detect the HTH includes eight input vectors. We also add an extra variable $z$ in each linear equation of leakage power measurement. In this
Fig. 4. Example of GLC-based HTH detection scheme on benchmark C17. The coefficients (nominal leakage power values) [28] are shown in the table. We add one extra HTH variable to the system of measurement equations as the indicator of HTHs. The solution of \( z \) is zero when no HTHs are present and it is a large value (256.4) in the case where HTHs exist.

Fig. 5. Probability density function of HTH variable for 500 runs of HTH detection on benchmark C17. For all the 500 runs, the value of the HTH variable is 0 in the case where there are no HTHs, and it is a large value between 220 and 440 when HTHs are present.

example, after solving the system of linear equations using a LP solver, we find that the value for HTH variable \( z \) is 256.4; this indicates that the target circuit contains malicious circuitry. For the consideration of possible false positives in HTH detection, we further test our approach on an instance of C17 circuit without any HTHs. In that case, the obtained value for variable \( z \) is zero, which indicates that there is no systematic bias in the leakage power compared to its normal value, and thus there are no HTHs. The accuracy of our HTH detection technique is ensured by our GLC approach using thermal conditioning, which provides accurate characterization results for all the gate-level scaling factors when there is no malicious circuitry.

Furthermore, in order to evaluate the reliability of our HTH detection scheme, we repeat our simulation 500 times and plot the probability density function of the HTH variable in Fig. 5. In all 500 runs, the HTH variable is 0 when no HTHs exist, and it is a large value between 220 and 440 when HTHs are present. The results show a large gap in the values of the HTH variable between the two cases. Therefore, the HTH variable serves as a reliable indicator of HTH presence.

VII. SIMULATION RESULTS

We evaluate our thermally conditioned GLC approach and HTH detection scheme on a set of ISCAS and ITC benchmarks. We use leakage power to characterize the scaling factors. We use the triangular distribution with mean value 1% as our measurement error model. We use as our LP solver lp_solve 5.5.

When evaluating the simulation results, we are guided by the objectives discussed in Section IV. The accuracy of characterization is evaluated using the relative characterization error that is calculated using the following formula:

\[
\text{Error}_i = \frac{|s_{\text{calc}} - s_{\text{real}}|}{s_{\text{real}}} \quad (14)
\]

where \( \text{Error}_i \) is the relative characterization error, and \( s_{\text{calc}} \) and \( s_{\text{real}} \) are the calculated scaling factor of gate \( i \) and its real value, respectively. The resulting error over all gates in the circuit is calculated as the average of all the \( \text{Error}_i \):

\[
\text{Error}_{\text{avg}} = \frac{1}{n} \sum_{i=1}^{n} \text{Error}_i \quad (15)
\]

where \( n \) is the number of gates in the circuit, and \( \text{Error}_{\text{avg}} \) is the average result error for GLC. In the rest of this section, we use \( \text{Error}_{\text{avg}} \) to evaluate the accuracy of GLC.

We evaluate our HTH detection approach on the ISCAS and ITC benchmarks. For each benchmark, we simulate two cases: one where the HTHs do not exist, and one where a single HTH gate (NAND gate) is embedded at random locations on the target
circuit. We repeat the leakage power measurements for all the benchmarks 50 times. The results are shown in Table I. Also, we plot the probability density function (pdf) of the HTH variable in Fig. 6. We observe a large gap between the two cases in terms of the probability distribution of the HTH variable. This enables us to draw a decision line between the two situations, with which we achieve zero false positives and zero false negatives in HTH detection.

VIII. CONCLUSION

We have developed a gate level characterization approach that employs thermal conditioning. By utilizing the additional degrees of freedom in organizing measurements, we are able to break all the correlations in all tested circuits and to characterize the scaling factors for all the gates in the circuits. We have additionally improved the accuracy of the characterization by applying statistical methods. The GLC procedure is the starting point for creation of a HTH detection approach that also employs constraint manipulation techniques. The simulation results on several ISCAS and ITC benchmarks show that we are able to characterize all the gates with an average error less than the measurement error, and that HTHs can be detected accurately by our approach. By using iterative segmentation of the pertinent circuit through inputs freezing, we have accomplished linear scalability of the GLC and HTH techniques.
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