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ABSTRACT
With the advent of the Internet of Things (IoT), billions of new
connected devices will come online, placing a huge strain on to-
day’s WiFi and cellular spectrum. This problem will be further
exacerbated by the fact that many of these IoT devices are low-
power devices that use low-rate modulation schemes and therefore
do not use the spectrum efficiently. Millimeter wave (mmWave)
technology promises to revolutionize wireless networks and solve
spectrum shortage problem through the usage of massive chunks
of high-frequency spectrum. However, adapting this technology
presents challenges. Past work has addressed challenges in using
mmWave for emerging applications, such as 5G, virtual reality
and data centers, which require multiple-gigabits-per-second links,
while having substantial energy and computing power. In contrast,
this paper focuses on designing a mmWave network for low-power,
low-cost IoT devices. We address the key challenges that prevent
existing mmWave technology from being used for such IoT devices.
First, current mmWave radios are power hungry and expensive.
Second, mmWave radios use directional antennas to search for the
best beam alignment. Existing beam searching techniques are com-
plex and require feedback from access points (AP), which makes
them unsuitable for low-power, low-cost IoT devices. We present
mmX, a novel mmWave network that addresses existing challenges
in exploiting mmWave for IoT devices. We implemented mmX and
evaluated it empirically.
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1 INTRODUCTION
It is anticipated that by the year 2025, 75 billion Internet of Things
(IoT) devices will be installed, enabling new applications into every
aspect of our daily lives: from smart homes and security cameras
to smart cities and autonomous cars [28]. While these prospects
sound exciting, the reality is that billions of devices will require
wireless connectivity to the internet. In fact, many of these IoT
devices will be sensors, such as cameras, which require real-time
data streaming. The latest projections predict there will be 45 billion
cameras connected by 2022 [30]. Unfortunately, such estimations
will place a growing strain on requirements of wireless networks,
which cannot be supported by contemporary WiFi and cellular
networks. There are two main reasons for this shortage. First, WiFi
and cellular bands are already congested, and as such, cannot sup-
port additional wireless devices. Second, many of the IoT sensors
will be low-power devices, which transmit at rates much lower
than channel capacity, and since these devices use omni-directional
antennas, they are very inefficient in their use of shared spectrum.

Millimeter wave (mmWave) frequency bands have the potential
to address this problem by offering multi-GHz of unlicensed band-
width, 200x more than the bandwidth allocated to today’s WiFi and
cellular networks [33]. Spectrum availability at such high frequen-
cies promises to enable higher network throughput than existing
wireless networks. Recent studies have explored this technology
in enabling high throughput wireless links for emerging applica-
tions, including 5G, virtual reality and data centers, which require
multiple-gigabits-per-second throughput, while having substantial
energy and computing power [3, 4, 31, 49].

In this paper, we focus on using mmWave to enable a wireless
network for low-cost, low-power IoT devices. This has two sig-
nificant advantages. First, it removes the load of low-power and
low-cost IoT devices from today’s WiFi spectrum. Second, direction-
ality property of mmWave communication allows us to perform
a spatial reuse of the spectrum, making the spectrum usage much
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more efficient. As a result, a device that uses low rate will not impact
others. However, in order to use mmWave for low-cost low-power
IoT sensors, there are multiple challenges that need to be addressed.
The main challenges include:

High power consumption: Unfortunately, existing mm Wave
radios have high power consumption, whichmakes them unsuitable
for low-power IoT sensors. For example, recent mmWave platforms
developed by research communities such as OpenMilli, MiRa and
NI platform consumes 10-20 watts [1, 5, 47], far more than what a
camera or an entire low-powerWiFi module consumes. Commercial
mmWave chipsets, such as Qualcomm QCA9500, consumes sev-
eral watts (excluding phased arrays power consumption) [39]. The
high power consumption of these radios is due to the high power
consumption of RF components operating at mmWave frequencies.
For example, a power amplifier and mixer operating at 24 GHz
consumes about 2.5W and 1W respectively [7, 13, 14]. In addition,
mmWave radios perform beam searches that make the hardware
more complex than traditional radios. In particular, phased arrays,
consisting of amplifiers and phase shifters, excessively increase the
power consumption of these radios.

Expensive hardware:Another disadvantage of mmWave is the
fact that present mmWave components are expensive. For example,
mmWave components such as amplifiers, mixers and phase shifters
each costs $220, $70, $150, respectively [7, 10, 13, 14]. Therefore,
a full mmWave radio cost hundreds of dollars, which is far more
than what a typical WiFi module costs. On the other hand, today’s
low-power IoT sensors, such as cameras, cost only tens of dollars
and consume less than a watt. Furnishing a camera with a radio
which costs hundreds of dollars and consumes tens of watts does
not seem feasible nor economically viable.

Beam searching: A major limitation of mmWave technology
is that their signals decay very quickly with distance, requiring
mmWave radios to focus their power into narrow beams to achieve
long range communication. Due to this limitation, mmWave com-
munication is only possible when the transmitter’s and receiver’s
beams are aligned. Recent research projects propose different beam
searching techniques for aligningmmWave beams [26, 38, 48]. How-
ever, these techniques are not suitable for low-cost, low-power IoT
devices, due to their computation complexity, energy requirements,
and hardware costs. Specifically, these techniques search for the di-
rection of the best beam alignment, which makes both communica-
tion protocols and hardware very complex, unsuitable for low-cost,
low-power IoT devices.

In this paper, we address these fundamental challenges, and as
a result, we develop a mmWave network for low cost, low-power
IoT devices. Our mmWave network works in both dynamic and
stationary environments. Such a network can be used in different
applications. For example, it can be used in smart homes to connect
IoT sensors (cameras, TVs, etc.) to a home hub. It can also enable
wireless connectivity to surveillance cameras in public areas such
as malls, banks, libraries, and parks.1 In fact, this wireless network

1 HD video streaming requires 8-10 Mbps application bit rate.

can even be used in autonomous cars to connect their high data
rate cameras and sensors to their in-vehicle access points.2

To eliminate the need for beam searching, we design a modula-
tion technique that exploits the high attenuation of mmWave signal
to modulate the signal over the air. Traditional mmWave systems
view the high attenuation as a harmful phenomenon that the radio
has to compensate for by using highly directional antenna which
requires beam searching. In contrast, we show that we can leverage
the directionality property to create modulation over the air. This
eliminates the need for beam searching as well as simplifying the
hardware. In other words, instead of modulating the signal first and
then transmitting it to the beam direction with the best channel
quality, we intelligently transmit a sine wave to different beams,
and since each beam experiences different attenuations, the signal is
modulated over the air. We will show that this approach enables us
to design a new architecture for mmWave radios, a far more efficient
and cost-effective architecture for imminent IoT applications.

Contributions: This paper makes the following contributions:3

• We design and build the first low-cost, low-power mmWave
hardware platform, which operates as a daughterboard for
Raspberry Pi. We believe this can help advanced mmWave
research in the networking community.4

• We design a new communication modulation scheme, which
eliminates the need of beam searching in mmWave radios.
This will make adaptation of mmWave communication easier
and less costly, paving the way toward many new applica-
tions for mmWave technology.

• We demonstrate the capability of our design in enabling a
mmWave network for IoT applications. Specifically, we show
that, in a representative IoT setup, mmX provides wireless
links with SNR of 10dB or more to all nodes even at 18
meters. The maximum data rate of mmX’s node is 100 Mbps
and it consumes 1.1 W. This results in an energy efficiency of
11nj/bit, which is even lower than existingWiFi modules [22]

2 BACKGROUND
The term Millimeter wave (mmWave) refers to very high frequency
RF signals. mmWave technology promises to revolutionize wireless
networks by offering multi-GHz of unlicensed bandwidth, which is
far more than the bandwidth allocated to today’s WiFi and cellular
networks [35]. However, in contrast to traditional wireless systems,
mmWave frequencies suffer from a large path loss, and therefore
mmWave radios use directional antennas to focus the signal power
in a narrow beam. Such directional antennas are implemented using
phased arrays. A phased array is an array of antennas, each with a
phase shifter.5 A Phase shifter control the phase of the signal on
each antenna which enables creating and steering a beam electroni-
cally [27]. Since mmWave communication is only possible when the
transmitter’s and receiver’s beams are aligned, existing mmWave

2 Autonomous cars will be equipped with at least 8 cameras for a 360-degree surround-
ing coverage [16].
3This work does not raise any ethical issues.
4Our current mmX’s node costs $110. However, this can be dramatically reduced with
mass production.
5Since the wavelength of mmWave signal is very small, mmWave antennas are small
and many of them can be packed into a small area.
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Figure 1: mmX platform.Multiple mmX’s nodes transmit their data to a single AP. The figure also shows our custom designed mmX’s IoT
nodes and AP.

systems use phased arrays and different searching techniques to
find the direction for the best beam alignment. Note, as shown in
Figure 2, when the line-of-sight path is not blocked, the node needs
to direct its beam toward the AP, and when the line-of-sight path
is blocked, the node needs to direct its beam toward a reflector in
the environment to use an indirect path. Past measurement studies
show that in mmWave communication, typically there are a few
paths [42] between two nodes. Therefore, existing radios need to
search for the directions of the available paths and pick the best one.
This requires the radios to have phased arrays and beam search-
ing algorithms, which makes designing mmWave networks more
challenging than designing traditional wireless networks equipped
with omni-directional antennas.

3 RELATEDWORK
Related work can be classified into three areas:

mmWave Communication: Recently, there has been signifi-
cant interest in performing research on mmWave communications.
However, much of the past work focuses on applications that re-
quire very high-data rate link, while having substantial energy and
computing power. For example, the systems presented in [17, 23]
utilize mmWave technology in data centers to enable high through-
put links between server racks. There is alsowork in usingmmWave
for 5G applications [20, 36, 37]. Finally, some other systems use
mmWave to enable high data rate for VR application to stream
high-data rate videos from PC to VR headset [3, 4, 18]. In contrast,
mmX focuses on designing a mmWave network for low-power,
low-cost IoT devices. Unfortunately, such IoT devices cannot use
existing mmWave radios and protocols, due to their complexity,
cost and power consumption.

mmWave Radio Platforms: In the past few years, a variety of
mmWave radio platforms have been proposed by academia and in-
dustry. However, these platforms are very costly and power hungry
which makes them unsuitable for IoT applications. For example,
National Instrument mmWave system costs $134K and consumes
more than 20 watts [1, 2]. Similarly, OpenMilli and Mira costs a
few thousand dollars and consumes several watts [5, 47]. The main
reason for the high cost and high power of these platforms is that

Node 

AP 

(a) Line-of-sight is clear

Node 

AP 

(b) Line-of-sight is blocked

Figure 2: mmWave Communications. Existing mmWave de-
vices need to search for the best path to AP, and align their beams
toward it to establish a communication link.

they target applications which require very high-data rate links
(Gbps). Hence, they are not suitable for low-power, low-cost IoT
devices. In contrast, mmX’s radio platform targets low-power, low
cost applications, and since it has a very simple architecture, it
provides lower cost and lower power consumption than existing
mmWave platforms. In Section 10, we compare mmX with existing
mmWave platforms in terms of cost, power consumption, bitrate,
range, carrier frequency, and energy efficiency.

mmWave Beam Alignment: There is a large literature on
mmWave beam search and alignment [26, 44, 46]. Much of the
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work proposed beam searching algorithms that are not fast enough
to enable mobile applications since they exhaustively search for
the best beam alignment [21, 41]. Some previous work leverages
sparse recovery algorithms (such as compressive sensing and Sparse
Fourier transform) to speed up the search for the best beam align-
ment [6, 19, 24, 40]. However, existing beam searching techniques
require expensive and lossy phased arrays with multiple phase
sifters and amplifiers to steer the beam. Unfortunately, phased ar-
rays are expensive to build and have high power consumption,
which makes them unsuitable for IoT applications. Further, ex-
isting beam searching techniques are either complex or require
feedback from the access point, and as a result, significantly in-
crease the power consumption and computation requirement of the
node. In contrast, mmX introduces a new modulation technique
that eliminates the need for beam searching, enabling IoT device
to communicate to the AP without searching for the best beam
alignment.

4 SYSTEM OVERVIEW
mmX is a mmWave wireless network for low-cost, low-power IoT
devices. It enables IoT devices to communicate using mmWave
spectrum, without placing any strains on today’s WiFi and LTE
spectrum. Figure 1 shows mmX’s setup, where multiple IoT nodes
transmit data to a single receiver, which we refer to as the Access
Point (AP). mmX operates in two phases: initialization and trans-
mission. In the initialization phase, the AP allocates channels to IoT
nodes. The bandwidth of an allocated channel depends on the data
rate requirement of the IoT node. For example, if a device needs to
stream an HD video, a few MHz of bandwidth must be allocated to
it. In the transmission phase, the nodes send their data to the AP.
Due to the directional property of mmWave communication, mmX
performs a spatial reuse of the spectrum to make the spectrum
usage more efficient. This allows multiple nodes to communicate to
an AP, simultaneously, without creating any interference for other
devices.

Over the next few sections, we will discuss the components that
contribute to the design of mmX.We start by explaining the two key
challenges in using mmWave technology for low-power, low-cost
IoT devices, and how we overcome them. Then, we explain how
mmX supports multiple nodes and enables them to communicate
to a single access point, simultaneously.

5 COST AND ENERGY CHALLENGE
To overcome the high cost and energy inefficiency of existing
mmWave radios, we introduce a new mmWave radio architec-
ture. Specifically, our design utilizes joint ASK-FSK modulation
to minimize the number of costly and power hungry mmWave com-
ponents while providing robust communication links. ASK-FSK
modulation combines two simple modulations: Amplitude-shift
keying (ASK) and Frequency-shift keying (FSK). ASK modulation
represents digital data as variations in the amplitude of a carrier
sine wave. Specifically, it transmits a sine wave with high amplitude
to present symbol ’1’ and transmits a sine wave with low amplitude
to present symbol ’0’. FSK modulation represents digital data as
variations in the carrier frequency.

Digital Controller 

Switch VCO

DataFreq. 
Control

Antenna Array 

(a) mmX’s node

LO

Mixer

LNA

Filter

mmWave Front-End 

Baseband
Processor

(b) mmX’s AP

Figure 3: The block diagram of the mmX’s node and mmX’s
AP. The architecture of mmX’s node is very simple, making it ideal
for low-power, low-cost IoT devices

Due to their simplicity, these modulation schemes offer a simple,
low-power architecture. Traditional wireless systems avoid using
ASK or FSK modulation because of their low spectral efficiency.
This is mainly due to the fact that traditional wireless systems use
omni-directional antennas and any inefficiency of a node in spec-
trum usage will impact other users too. As a result, these systems
avoid using these simple modulations. However, since mmWave
systems use directional antennas, these systems can perform spa-
tial reuse of the spectrum. This will allow mmWave systems to use
the spectrum much more efficiently and hence the low spectral
efficiency of FSK or ASK modulation will not impact other users.
This is the reason why these modulations are also used in optical
and laser communication which are directional [45]. In the follow-
ing subsections, we explain how these modulations enable simple
architecture for mmX’s IoT node and access points.

5.1 mmX’s IoT Node
The block diagram of the mmX’s node is shown in Figure 3 (a),
which includes a mmWave section and a digital controller. The
digital controller (i.e., a micro-controller) is used to control param-
eters of the mmWave section and to generate the data stream. The
mmWave section includes only two active mmWave components:
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a Voltage Controlled Oscillator (VCO) and a Single Pole Double
Throw (SPDT) switch. The VCO generates a carrier signal (i.e., a
sine wave) at the desired carrier frequency, and feeds it to the SPDT.
The SPDT switches the signal between the two antenna arrays.
Both the SPDT and the VCO are controlled by the digital controller.
The device can choose different channels by changing the center
frequency of the VCO. It can also change the data rate by changing
the switching speed of the SPDT. Finally, the output of the SPDT is
fed to an antenna array, which can create beams to different direc-
tions. Instead of using a phased array to create and steer a beam,
we design an antenna array that can create beams toward different
directions without using any costly phased shifters. In Section 6.2,
we will explain our antenna design in more detail. The architecture
of the mmX’s node is very simple and low-power. Hence, it can be
incorporated into low-power, low-cost IoT nodes.

5.2 mmX’s Access Point
Figure 3 (b) shows the block diagram of the mmX’s AP, which
includes two main blocks: a mmWave down-converter and a base-
band processor. The down-converter first amplifies the received
mmWave signal with a Low Noise Amplifier (LNA). The LNA is
placed at the first stage to reduce the total noise figure of the re-
ceiver. To reduce the possible interference from the out of band
sources, the output of the LNA is fed to a filter. To avoid using
costly filters, mmX exploits a microstrip coupled line filter, which
is designed on the PCB board without any additional components.
After amplification and filtering, the mixer multiplies the signal
with a sine wave, generated by a local oscillator (LO). The LO signal
is generated using a Phased lock loop (PLL). An PLL operating at
mmWave frequency is costly and power hungry. Subsequently, we
use a sub-harmonic mixer, which itself doubles the LO frequency.
As a result, mmX uses a low-cost PLL operating at a much lower
frequency. Finally, the output of the mixer is fed to a baseband
processor to digitize and decode the down-converted signal. The
AP architecture is simple and low-cost. This architecture can be
used for a myriad of applications, including smart home hubs, au-
tonomous cars and much more.

6 BEAM SEARCHING CHALLENGE
As explained in Section 2, mmWave radios use directional antennas
to focus their power, and they need to search for the best direction
of the beam. In today’s radios, the beam steering is implemented
using phased arrays. Phased arrays are an array of antennas, each
with a phase shifter that controls the phase of the signal on the
antenna. By modifying the phase of the signal, mmWave radios
can create and steer a beam electronically. This will allow them to
search for the best direction to direct their beam toward.

Unfortunately, phased arrays are costly and power hungry which
makes them unsuitable for low-power IoT devices. A phased array
with even a small number of antennas (8 elements 6) consumesmore
than a watt and costs a few hundred dollars [5, 8, 11]. In addition,
existing beam searching protocols are too complex for low power
IoT applications. First, when these protocols are searching, they
need multiple feedbacks from the AP, which significantly increases
the power consumption of the nodes, and second, regular mobility
6Each element of phased array requires one LNA/PA and one Phase shifter

and environmental changes means that the beam must perform
a continuous search, which is time-consuming and increases the
power consumption of an IoT device. Therefore, we need to design
a technique that enables IoT devices to communicate to an AP,
without using any phased array and beam searching mechanism.
One naïve approach is to use an antenna array with a fixed beam,
and then ask the user to point the device towards the access point.
Unfortunately, in this scenario, when the line-of-sight path gets
blocked, the signal will be completely lost and the device will not
be able to communicate with the access point. Another approach
is to have an antenna array that can create multiple fix beams
toward different directions, and pick the one which provides the
highest SNR at the AP. However, this approach requires the access
point to provide the IoT device feedback on which beam to pick.
Moreover, due to mobility and environmental change, the AP needs
to provide continuous feedback, which significantly increases the
power consumption of the node and its complexity. Ideally, we want
to employ a technique that enables an IoT device to communicate to
an AP without requiring costly phased arrays and avoids the need
for beam searching techniques. For the remainder of this section, we
introduce our technique, named Over The Air Modulation (OTAM),
which effectively addresses this problem.

6.1 Over The Air Modulation (OTAM)
As described in Section 5, mmX’s nodes use Amplitude-shift Keying
(ASK) modulation to communicate to the AP. Due to its simplicity,
this modulation scheme offers a simple, low-power architecture
suitable for IoT applications. However, to be able to communicate,
the node needs to search for the best beam direction. To avoid the
complexity of phased arrays and beam searching algorithms, while
providing a robust wireless communication link, we propose a new
architecture and modulation technique called Over The Air Modu-
lation (OTAM). OTAM exploits the high attenuation property and
directionality requirement of mmWave communication to create
ASKmodulation over the air, and as a result, does not need to search
for the best beam direction.

Figure 4 illustrate how OTAM works. Our OTAM technique
integrates the beam selection into data modulation. Specifically,
instead of first creating an ASK signal and then choosing the best
beam direction to transmit, OTAM sends a sine wave (carrier signal)
to different beams depending on the value of data. For example,
when the data bit is "1", Beam 1 (blue) is selected and when the
data bit is "0", Beam 0 (red) is selected. Depending on the value
of the data, the carrier signal is either transmitted using Beam
1 or Beam 0. Due to the directionality and channel property of
mmWave communication, each transmitted signal will experience
a different path loss, thus the AP will receive a sine wave in which
its amplitude is modulated by the channel.

To understand why this approach does not require beam search-
ing and works even with mobility and time-varying environments,
let’s consider two different scenarios, as shown in Figure 4: 1) when
the line-of-sight (LoS) is clear, and 2) when the LoS is blocked.

Figure 4(a) shows the first scenario when there is no blockage in
the LoS path. In this example, the signal sent through Beam 1 expe-
riences much lower attenuation than the signal sent through Beam
0. This is because Beam 1 uses the direct path while Beam 0 relies
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Figure 4: Illustrative example of Over The Air Modulation
(OTAM) technique.mmX’s nodes exploit blockage limitation and
high attenuation property of mmWave to create ASK modulations
over the air, eliminating the need for beam searching.

on the reflection from the environment. Therefore, by switching
between these two beams, the node can modulate the amplitude
of the carrier frequency and create ASK signal at the receiver. For
example, if the node want to transmit bit stream: 101, it sends its
carrier signal to Beam 1, then it switches to beam 0 and finally
it switches back to Beam 1. The receiver receives a carrier signal
where its amplitude is modulated by the path loss. Because the loss
of the two paths are sufficiently different, the receiver can easily
decode the bits by monitoring the signal amplitude.

Now let’s consider the second scenario. As shown in Figure 4(b),
due to mobility or environmental change, if the LoS path gets
blocked by an object, the signal from Beam 1 will be attenuated
much more than the signal from Beam 0 which relies on the reflec-
tion from the environment. Therefore, although the node transmits
a pure sine wave (i.e., a carrier signal), the AP receives an ASK
modulated signal since the two paths experience different losses.
Note that in this scenario, as shown in Figure 4 (b), all bits are in-
verted. Therefore, in order to decode the bits, a few training bits are
used at the beginning of each packet. Specifically, similar to most
wireless communication systems, each mmX’s packet has known
preamble bits. These bits are used to distinguish the signal of Beam
0 from Beam 1. Finally, it is worth mentioning that the OTAM tech-
nique works since mmWave signal attenuation in LoS path, NLoS

path and blockage are significantly different. In fact, past work has
shown that NLoS paths typically experiences 10-20 dB higher at-
tenuation than LOS path, and a blocked path typically experiences
10-15 dB higher attenuation than NLoS path [4]. Therefore, when
both LoS and NLoS paths are available, the SNR will be 10-20 dB.
When the LoS path is blocked and only the NLoS path is available,
SNR reduces to 10-15 dB. Finally, when the LoS path is available
and the NLoS path is blocked, the SNR can be up to 35 dB.

6.2 Orthogonal Beam Patterns
So far, we have described howmmX’s nodes communicate tommX’s
AP by transmitting a simple sine wave to two different beams which
experience different path loss. However, there is a chance that the
two paths experience similar loss, and as a result, signal levels will
be the same and the AP will not be able to decode the signal using
ASK demodulation.

Figure 5(a) shows an example of such a scenario. Here, the AP
is in the middle of two beams and therefore the two NLoS paths
experience similar attenuation. To prevent such scenarios from
happening, we need to carefully design mmX’s beam patterns. Es-
sentially, we need to design two radiation beams that are orthogonal
to each other while they cover a large area. Orthogonality means
each beam has nulls at the main direction of the other beam. Fig-
ure 5(b) shows our proposed beam patterns. The direction of the
first beam (Beam 1) is on the broadside direction and perpendicular
to the transmitter board, and the second beam (Beam 0) is divided
into two directions. Further, Beam 0 has a null on the broadside
direction, as such, Beam 1 and Beam 0 are orthogonal to each other.
To implement these two beams mmX uses two different antenna
arrays. Each antenna array includes two patch antennas. The array
with the broadside beam (Beam 1) excites the patches with the
same phase, while the array with null on the broadside (Beam 0)
excites the two patches with 180o phase difference. The 180o phase
difference creates a null in the broadside and produces two peaks
at about ±30o . In addition, the distance between antenna elements
corresponding to Beam 1 is properly designed to create a null at
±30o , so that the two beams are orthogonal to each other. It is
worth mentioning that using the orthogonal beam pattern not only
reduces the probability of getting similar losses for the two beams
but also increases the coverage angle. Therefore, using orthogonal
beam increases the robustness of our system and also allows us to
cover wider angles.

6.3 Joint ASK-FSK Modulation
To this point, we have explained how we can improve the perfor-
mance of mmX in decoding the signal by designing orthogonal
beam patterns. However, our empirical results show that there is
still a small chance (<10%) that the received power from Beam 1 and
Beam 0 experiences the same loss. In this case, the receiver will not
be able to differentiate the difference between the two levels and
cannot decode the bits. To solve this issue, we propose to combine
ASK and FSK modulations, where the signal is decoded using both
amplitude and frequency differences. Specifically, the frequency of
the tone transmitted by Beam 1 will be slightly different from the
frequency of the tone transmitted by Beam 0. The slight change
in the frequency of the carrier signal can be simply implemented
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Figure 5: Non-orthogonal versus orthogonal beam patterns:
In the orthogonal beam pattern, we split Beam 0 to two parts. This
reduces the chance of experiencing the same path loss for ’0’ and
’1’ signal.

by changing the control voltage of the VCO. Note that FSK or ASK
alone is not sufficient to decode the signal in all scenarios. Specifi-
cally, when the signals of Beam 0 and Beam 1 experience different
path losses, the signal for one beam may be completely lost, and
hence FSK demodulation does not work. In these cases, the signal is
decoded using ASK demodulation, as shown in Figure 9(a). On the
other hand, in rare cases, the signals of Beam 0 and Beam 1 might
experience similar path losses. Therefore, the signals of Beam 0 and
Beam 1 have similar amplitude, and ASK demodulation does not
work. In these cases, the signal is decoded using FSK demodulation,
as shown figure 9(b)) Therefore, utilizing joint ASK-FSK modula-
tions is essential in order to decode the signal in all scenarios.

7 SUPPORTING MULTIPLE NODES
We explained how a single mmX’node communicates to an AP.
In this section, we explain how mmX enables multiple nodes to
communicate to an AP, simultaneously. mmX uses spacial-division
and frequency-division multiplexing to enable simultaneous com-
munication to all nodes. In the following section, we discuss them
in greater details.

(a) Frequency Division Multiplexing (FDM) mmX divides
the available spectrum between nodes depending on their data rate
demand. For example, the available unlicensed spectrum at 24 GHz
and 60 GHz are 250 MHz and 7GHz wide, respectively. These bands
are wide enough to support many nodes while providing each with
10-100s of MHz channel bandwidth. The channels are specified by
the AP to each node in the initialization stage. The initialization
takes place only once using a WiFi or Bluetooth module.

(b) Spatial Division Multiplexing (SDM) In scenarios where
the total demanded bandwidth by the nodes is more than the avail-
able spectrum, mmX uses SDM to support all nodes, simultaneously.
The directionality property of mmWave communication allows
mmX to perform a spatial reuse of the spectrum, making the spec-
trum usage much more efficient. Specifically, since the number of
paths between a node and AP is sparse and the signal is directional,
most nodes do not create interference to each other over the air.
However, if no multiplexing technique is used, the received signals
are combined at the AP’s antenna and interfere with each other.
As a result, a spatial multiplexing technique is required in order to
separate the signal. There are two different techniques for doing
this: Hybrid MIMO Array and Time Modulated Array (TMA).

Hybrid MIMO Array: In this approach, the AP uses multiple
mmWave chains connected to one or multiple arrays which create
independent beams toward different directions [29]. This allows
the AP to reuse the spectrum by performing Multiple-Input and
Multiple-Output (MIMO), and hence enabling multiple nodes to
communicate to an AP using the same frequency channel. However,
since this architecture requiresmultiplemmWave chains, it is power
hungry and costly for IoT applications.

TimeModulated Array (TMA): Instead of using multiple mmWave
chains to separate the signals, another approach is to use TMA [34].
In this approach, an array of antennas, with each element connected
to a switch, is used. The outputs of these switches are combined
and fed to a single mmWave chain. By using a proper switching
sequence, the signals on the same frequency channel, but arriv-
ing from different directions, can be shifted to different frequency
channels. In other words, TMA hashes the signals arriving from
different directions into different frequency bands, as shown in
Figure 6. To understand how TMA works, let’s consider an antenna
array with N elements. The output of TMA for a signal arriving
from direction θ can be written as:

y(θ , t) = r (θ , t).
N−1∑
n=0

wn (t).e
j ω0
c nd .sinθ , (1)

where r (θ , t) is the arriving signal, ω0 is the carrier frequency, c
is the speed of light, d is the spacing between the elements of the
array andwn (t), is a periodic signal that controls the switches and
can be presented as follows:

wn (t) =

{
1 0 ≤ tonn < t < t

of f
n ≤ Tp

0 otherwise
. (2)

Sincewn (t) is a periodic signal, it can be represented by its Fourier
series as follows:
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frequency frequency

TMA

Figure 6: Time Modulated Array (TMA). TMA enables the AP
to separate the signals arriving from different directions and map
them to different channels.

wn (t) =
∞∑

m=−∞
amn .e

jωp t ,where

amn =
1
Tp

∫ TP

0
wn (t).e

jmωp tdt .

(3)

By substituting (3) into (1), we obtain:

y(θ , t) = r (θ , t).
∞∑

m=−∞
e j(ω0+mωp )t

N−1∑
n=0

amn .e
j ω0
c ndsinθ . (4)

This expression indicates that the received signal is copied at the
carrier frequency (i.e., at ω0) and at the harmonics of the switches’
control signal (i.e., atmωp ). However, only one copy has significant
amplitude and the rest are negligible ( 20-30dB weaker [25]). In
fact, the center frequency of the strongest copy depends on the
direction from which the signal arrives (θ ). Therefore, by using
TMA, the signals on the same frequency channel, but arriving from
different directions, will be shifted to different frequency channels.
This enables the AP to simultaneously communicate to multiple
nodes using the same frequency channel.

8 IMPLEMENTATION
mmX’s implementation has two primary components: IoT nodes
and an access point. In the following, we explain the implementation
of each component in more details.

8.1 mmX’s IoT node
The block diagram of the mmX’s nodes is shown in Figure 3, which
includes a mmWave section and a control unit. A Raspberry Pi 3
is used as a control board. We implemented the mmWave section
on a printed circuit board (PCB) using off-the-shelf components,
as shown in Figure 1. The designed mmWave board can be used
as a daughter board for the Raspberry Pi. The data is transferred
from the Raspberry Pi to the mmWave board through the SPI com-
munication port. This will enable robust and real-time data stream
from the Raspberry Pi to the mmWave section. The mmWave board
has two main components: VCO and an RF switch. For the VCO,
we use HMC 533 from Analog Devices [9] which has a wide tun-
able frequency range, covering the entire 24 GHz ISM band. The

maximum output power of this component is 12 dBm, which elimi-
nates the need for a power amplifier. For the switch, we have used
ADRF 5020 SPDT from Analog Devices [12]. The switch has low
insertion loss (<2dB) and high isolation (65 dB) between output
ports which provides a great performance for our application.

As mentioned in Section 5, the two outputs of the SPDT switch
are connected to two antenna arrays that have orthogonal radiation
beams, which means each array has a null at the direction of the
main beam of the other. The radiated power by the antenna is
10 dBm which complies with FCC regulations. Each antenna array
includes two patch antennas. The first array excites the patches
with the same phase, creating the broadside beam (Beam 1). The
second array excites the two patches with 180o phase difference.
The 180o phase difference creates a two-arm beam (Beam 0) which
has a null in the broadside and produces two peaks at about ±30o .
The measured radiation patterns of the designed array is shown in
Figure 8, where Beam 1 is directed toward the broadside, orthogonal
to Beam 0. The Beam 0 is pointing toward ±30 and has a null on
the broadside direction.

8.2 mmX’s Access Point
The block diagram of the mmX’s AP is shown in Figure 3, which
includes a mmWave down-converter board and a baseband pro-
cessor. For the baseband processor, we used N210 USRP from TI
with CBX daughter-board, which covers DC to 6 GHz RF carrier.
The mmWave down-converter first amplifies the received 24 GHz
signal with an LNA.We used HMC 751 from Analog Devices, which
provides about 25 dB gain with only 2 dB noise figure at 24 GHz.
The LNA is placed at the first stage to reduce the total noise fig-
ure of the receiver. To reduce the possible interference from the
out of band sources, we designed a coupled line microstrip filter.
The center frequency of the filter is at 24 GHz and the insertion
loss at the passband is 5 dB. For the LO generator, we used the
evaluation kit for ADF5356, generating a 10GHz signal which will
be doubled by the sub-harmonic mixer. We use HMC264LC3B as
a sub-harmonic mixer, which down convert the 24 GHz received
signal to 4 GHz. For the AP’s antennas, we designed and fabricated
dipole antennas working at 24 GHz, with 5 dB gain and 3 dB beam
width of 62 degree.

9 EXPERIMENTAL RESULTS
We evaluated the performance of mmX in both line-of-sight and
non-line-of sight scenarios. We ran experiments in a lab area with
standard furniture such as desks, chairs, computers and closets.

9.1 Microbenchmaks
Transmitter Performance: As described in Section 8, the node’s
radio has only two components: a VCO which generated the carrier
signal, and a switch. Figure 7 shows the frequency of the VCO
versus its control voltage. The VCO covers 23.95 GHz to 24.25 GHz
by tuning the control voltage from 3.5 V to 4.9 V. The provided
frequency range covers the entire 24 GHz ISM band, therefore
mmX’s node can tune its frequency to any channel assigned to
it by the AP. The figure also shows that the frequency can be
slightly altered by changing the control voltage. This allows mmX
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Figure 7: VCO’s carrier frequency versus its control voltage.
mmX’s hardware platform operates over a wide range of frequency,
covering an entire 24GHz ISM band.
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Figure 8: Measured beam patterns of mmX’s node. Beam 0
and Beam 1 are orthogonal to each other (i.e., Beam 0 has a null at
the peak of Beam 1, and Beam 1 has nulls at the peaks of Beam 0).

to slightly vary the frequency in order to perform the joint ASK-FSK
modulation.

The maximum operating frequency of the RF switch is 100 MHz,
which limits the data rate of mmX’s nodes to 100 Mbps. This is
much higher than what most high-data rate applications require.
For example, HD video cameras require only 8-10 Mbps. Finally,
mmX’s node consumes 1.1 W which results in an energy efficiency
of 11nj/bit at 100 Mbps. We believe that mmX’s data rate and energy
efficiency can be further improved by using a faster RF switch or
designing an application-specific integrated circuit (ASIC).

Node’s Antenna Performance:mmX’s nodes use two orthogo-
nal beams. Figure 8 shows the measured azimuth radiation patterns
of the antenna arrays designed for the node. The antennas are
designed and fabricated on RO4835 substrate and their radiation
patterns are measured by a near field antenna measurement facility

in an anechoic chamber. As can be seen in Figure 8, Beam 1 has
a peak at the broadside (θ = 0), and Beam 0 has peaks at ±30o .
Moreover, Beam 0 has a very low magnitude on the main lobe of
the Beam 1 and vice versa. Therefore, the two radiation beams are
orthogonal to each other and create the minimum overlap. The
elevation radiation pattern of each beam is similar to a single patch
antenna (i.e., a wide beam with 3 dB bandwidth of 65o ). This allows
the node to work at different height with respect to the AP. The
azimuth 3 dB beamwidth of each beam is 40o . Our results show
that the node’s field of view is 120o in front side of the node, and
the maximum range is 18 m. Note that, depending on the use case,
one can design narrower beams to improve the range at the cost
of narrower field of view. Furthermore, one can easily extend the
node’s field of view to the back side of the node by incorporating
additional patch antennas.

Joint ASK-FSK modulation: Figure 9(a) shows an example of
a measured signal at the AP. As shown in the figure, the signal
can be decoded using ASK demodulation. However, as explained in
Section 6, there is a possibility that the paths for Beam 0 and Beam
1 experiences similar attenuation, and hence, the amplitude of the
carrier signal is the same for bit 0 and bit 1. In this case, the SNR of
the ASK signal will be very low for the AP to decode it. Figure 9(b)
shows an example of a measured signal in such a scenario. Although
our results show that the possibility of this happening is minor (<
10%), mmX addresses this problem by joint ASK-FSK modulation
such that the AP can always decode the signal. As illustrated in
Figure 9(b), the frequency has slightly altered between the bits, and
hence the signal can easily be decoded using FSK demodulation in
this case.

9.2 mmX’s SNR Performance
First, we evaluate the performance of mmX and the OTAM scheme
in enabling robust mmWave links between nodes and AP. We con-
duct experiments in a 6m × 4m room. We place mmX’s AP on one
side of the room and we place a mmX’s node at random locations
and heights. For each location, the orientation of the mmX’s node
(respect to the AP) is randomly picked between -60 and 60 degrees.
We also asked people to walk around. In order to block the sig-
nal, one person was blocking the line-of-sight path between the
node and the AP for the entire duration of the experiment. We
then measured the SNR at the AP for two different scenarios: (1)
without OTAM, in which the mmX’s node utilizes only Beam 1
and transmit an ASK-FSK signal.; (2) with OTAM, in which the
mmX’s node utilizes both beams to create an ASK-FSK signal over
the air, as explained in Section 6. Note that in the first scenario, the
modulation is done at the node while in the second scenario, the
modulation is done over the air.

Figure 10 plots the results of this experiment. The figure shows
the SNR (at the AP) for different node locations in two different
scenarios. Figure 10 (a) indicates that when the node sends the
modulated signal through Beam 1, there are many locations with
SNRs below 5 dB. On the other hand, Figure 10 (b) shows that
for the same locations, when the node uses the OTAM scheme to
modulates the signal over the air, the SNR is significantly improved.
Specifically, with OTAM, mmX achieves SNRs of more than 11 dB
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Figure 9: An example of the measured signal received at the
AP. (a) Beam 0 and Beam 1 paths experience different losses, the
AP can decode the signal using ASK demodulation. (b) Beam 0 and
Beam 1 experiences similar losses. Combining FSK with ASK helps
in decoding the signal.

in almost all locations, enabling a very low BER. These results
show that the OTAM scheme significantly improves the link SNR
and enables mmX’s nodes to effectively communicate with the AP
without needing to search for the best beam.

9.3 mmX’s BER Performance
Next, we evaluate the performance of mmX in terms of bit-error-
rate (BER). As in the previous experiment, we measure the SNR
from 30 different locations, heights and orientations of nodes in
the same testbed. Then, we compute the BER by substituting the
SNR measurements into standard BER tables based on the ASK
modulation [43].

Figure 11 shows the CDF of the BER for two scenarios: 1) without
OTAM and 2) with OTAM as described in Section 9.2. The figure
shows that without OTAM, the median and 90th percentile BER
are 10−5 and 0.3, respectively. The figure also shows that OTAM
significantly improves the BER of mmX network. Specifically, with
OTAM, the median and 90th percentile BER are 10−12 and 10−3,
respectively. This physical BER is acceptable for most wireless
applications and it can be reduced even further by using an error
correction coding scheme.
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Figure 10: SNR ofmmX’s nodes at the AP. SNR of mmX’s nodes
at the mmX’s AP for two different scenarios. (1) without OTAM,
where the node chooses Beam 1 and transmits ASK signal, and (2)
with OTAM, where the node creates ASK signal over the air. The
figure shows that without OTAM, for many cases the SNR is below
5 dB, resulting in a higher bit error rate. In contrast, with OTAM,
mmX achieves SNR of more than 10 dB in all locations

9.4 mmX’s Range Performance
We now explore the impact of distance between the mmX’s node
and AP on the SNR. We measure the SNR of the received signal at
the AP while we change the distance between the AP and the node.
For each location, we run experiments for two different scenarios:
1) the node is facing toward the AP, where the center beam has a
line-of-sight toward the AP, and 2) the node is not facing toward the
AP. Figure 12 shows the results for this experiment. As anticipated,
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Figure 12: mmX’s coverage. SNR at the AP versus distance be-
tween AP and the node for two different scenarios: 1) node is facing
toward the AP, and 2) node is not facing toward the AP.

increasing the distance reduced the SNR. However, even at 18 me-
ters, mmX provides SNRs of more than 15 dB, which is sufficient
to achieve BER of lower than 10−8. The figure also shows that the
SNR slightly degrades when the node does not face toward the AP.
This is expected since the beams are orthogonal, and in this case,
only one arm of the side beam is directed to the AP. However, even
at 18 meters, mmX still achieves SNRs as high as 9 dB. These results
show that mmX provides a robust wireless link even when the AP
and nodes are 18 m far from each other, which is enough to connect
IoT sensors to an access point in a smart home, autonomous cars
and many other IoT applications.
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Figure 13: mmX’s multi-node performance. Number of nodes
transmitting simultaneously versus their SNR at the AP. mmX
enables robust communication links even when 20 nodes simulta-
neously transmit to a single AP.

9.5 mmX’s Network Performance
So far, we have evaluated the performance of mmX when a sin-
gle node communicates to the AP at any point in time. We now
evaluate the performance of mmX as a network, when multiple
nodes communicate with the AP, simultaneously. We place the AP
in one side of the room, and we place the nodes in random locations
and orientations. We measure the SNR of their signal (at the AP)
while multiple nodes communicate with the AP, simultaneously.
We run 100 experiments. Due to limitations of USRPs, we cannot
capture the entire bandwidth occupied by all nodes, and hence we
do not implement Spatial Division Multiplexing (SDM) in hardware.
However, we collect measurements from sub-bands (i.e., 25MHz
occupied by each node), and we combine them in post-processing
in order to simulate the effect of Frequency Division Multiplexing
(FDM) and Spatial Division Multiplexing (SDM). Figure 13 shows
the result of this experiment. As the number of nodes which simul-
taneously transmit increases, their SNR slightly decrease. This is
expected since they create some interference for each other. How-
ever, even when 20 sensors transmit simultaneously, their average
SNR is higher than 29 dB. Such results show that mmX enables
a robust mmWave network for multiple nodes, even when they
communicate simultaneously.

10 DISCUSSION

In this section, we compare mmX with existing wireless systems
such as WiFi, Bluetooth, and other mmWave platforms. Specifically,
we compare these systems in terms of cost, power consumption,
throughput, range, carrier frequency, and energy efficiency. Table 1
shows the results of this comparison.

Comparisonwith othermmWave platforms: Past mmWave
platforms such as MiRa and OpenMili cost a few thousand dollars
and consume a few tens of watts. On the other hand, mmX costs
only $110 and consumes 1.1 watt. However, past mmWave platforms
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mmX MiRa[5] OpenMili/Pasternack [32, 47] WiFi (802.11n) [15, 22] Bluetooth

Carrier Frequency mmWave(24 GHz) mmWave(24 GHz) mmWave(60 GHz) 2.4 GHz 2.4 GHz
Cost $110 $7,000 $8,000 $10 $10
Power Consumption 1.1 W 11.6 W 5 W (w/o phased array) 2.1 W 0.029 W
Transmission Power 10 dBm 10 dBm 12 dBm 30 dBm 5 dBm

Bandwidth 250 MHz 250 MHz 1 GHz 70 MHz 1 MHz
PHY-layer Bitrate 100 Mbps (at 18m) 1 Gbps (at 18m) 1.3 Gbps 120 Mbps (at 18m) 1 Mbps
Energy efficiency (nJ/bit) 11 11.6 3.8 17.5 29
Range 18 m 100 m 11 m 50 m 10 m

Table 1: Comparison of mmX with existing mmWave platforms and other wireless systems

provide Gbps throughput while mmX provides 100Mbps. Therefore,
existing mmWave platforms are suitable for applications which
require multiple Gbps throughput, while having substantial energy
and computing power. In contrast, mmX targets applications that
require less than 100 Mbps throughput while they are low power
and low cost.

Comparison with WiFi and Bluetooth: The main advantage
of mmX compared to WiFi (ex. 802.11n) is that it utilizes mmWave
spectrum (24 GHz) rather than WiFi spectrum (2.4 GHz). Utilizing
mmWave spectrum will remove a huge strain from today’s WiFi
spectrum. Furthermore, as shown in Table 1, the power consump-
tion and bitrate of mmX is in the same range as WiFi. Note that the
reported WiFi performance is for an ideal scenario. In fact, most of
today’s WiFi networks have much lower performance since their
spectrum is overloaded. Therefore, mmX provides similar perfor-
mance to ideal WiFi network while utilizing mmWave spectrum.
Although, current mmX prototype costs more than existing WiFi
modules, the cost can be significantly reduced in mass production.

In comparison with Bluetooth, mmX provides much higher bi-
trate. Specifically, Bluetooth provides only 1Mbps which is not
sufficient for many IoT applications. On the other hand, mmX pro-
vides up to 100 Mbps.

11 CONCLUSION
This paper introduces mmX, a low-power, low-cost mmWave net-
work for IoT devices. In particular, mmX overcomes fundamen-
tal challenges that prevent existing mmWave systems from being
used in low-power, low-cost IoT devices. mmX introduces the first
mmWave low-power hardware platform which operates as a daugh-
terboard for RasberryPi.We believe that this platform helps advance
mmWave research in the IoT domain. In addition, mmX introduces
OTAM, a novel technique to modulate the signal over the air. OTAM
eliminates the need for costly phased array and beam searching
techniques, making adaptation of mmWave communication easier
and less costly. Finally, mmX can be used in many applications (e.g.,
smart home, autonomous cars, etc.) to connect sensors to an access
point without placing any strain on today’s WiFi spectrum.
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