1 Honest zero knowledge → general zero knowledge

Suppose we have an honest zero knowledge protocol. This is a zero knowledge protocol
where the verifier must act honestly according to the protocol. Assuring the protocol is
actually zero knowledge often requires the verifier to commit to using random bits and/or a
pre-selected list of messages which cannot be adapted as the prover answers questions. An
honest verifier will do these things, but in general we must prepare for the possibility that
a verifier may cheat. So, given an honest zero knowledge protocol, how do we convert this
into a general zero knowledge protocol?

First let us discuss how the verifier can choose random bits $R_V$ in a secure manner such
that only they know their random bits, but can verify they were chosen honestly. This is
similar to a real life scenario described as flipping coins into a well. The prover could flip
coins into a well from a distance where the prover cannot see how those coins land. The
verifier can then look down into the well and see what their coin flips are. In this way, the
prover gets to control the randomness of the coin flips, but does not get to see the results.
There is one major flaw here, however, which is that the verifier can simply lie about the
results of the coin flips. In this real life scenario, it is very difficult to resolve this concern,
but cryptographically, we are able to do this using commitment protocols.

In this scenario, we will assume there is a step in the interaction we wish to verify. In
this step, the verifier $V$ is supposed to send over a message $\alpha = f(T, r)$ where $f$ is a
deterministic function of the previous messages sent $T$ and randomness $r$. In order to verify
this randomness $r$, we will first have the verifier choose their own randomness $r_V$ and use
a predetermined commitment protocol $c$ to send over a commitment of that randomness
$c(r_V)$. But what if $V$ did not in fact choose $r_V$ randomly as they claimed? Well the next
step is for the prover $P$ to send over its own random string $r_P$ to the verifier. From here
the randomness used in the message will be given by $r = r_V \oplus r_P$. Now if this is $r$ is used,
there is no way either party could have influenced it. But there is one final step here. Since
$P$ does not know $r_V$, they cannot know $r$. How can we then verify to $P$ that $V$ is using
$r$ without revealing what $r$ is? Well this boils down to a zero knowledge proof showing
that there exists a decommitment protocol $d$ such that $\alpha = f(T, d(c(r_V)) \oplus r_P$. This is an
NP-statement and therefore there exists a zero-knowledge proof of this which $P$ can use to
ensure $V$ did not cheat while not obtaining any information about the randomness $r$. We
see this protocol drawn out below.
<table>
<thead>
<tr>
<th>P communication</th>
<th>V Generate random string</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ← c(r_V) ← r_V</td>
<td></td>
</tr>
<tr>
<td>Generate random string</td>
<td>→ r_P →</td>
</tr>
<tr>
<td>3 ← f(T, r) ← Compute r = r_V ⊕ r_P</td>
<td></td>
</tr>
</tbody>
</table>

After this, $P$ can perform a zero knowledge proof to ensure $V$ has communicated honestly.

## 2 IP for co-NP

Consider a logical statement of the following form $(x_i \lor x_j \lor x_k)$. For this discussion, we will call this a clause. We may also have clauses that include the negations of these terms. For this example that includes the other following 7 cases.

\[
\begin{align*}
(x_i \lor x_j \lor \neg x_k) \\
(x_i \lor \neg x_j \lor x_k) \\
(x_i \lor \neg x_j \lor \neg x_k) \\
(\neg x_i \lor x_j \lor x_k) \\
(\neg x_i \lor x_j \lor \neg x_k) \\
(\neg x_i \lor \neg x_j \lor x_k) \\
(\neg x_i \lor \neg x_j \lor \neg x_k)
\end{align*}
\]

Let $y_i$ stand for either $x_i$ or $\neg x_i$. We can then formulate a 3-SAT problem as assessing whether some collection of the above clauses are all mutually satisfiable with some choice of $X = x_1 x_2 x_3 \ldots x_N$. For $m$ such clauses, we can write this as asking if there is an $X$ which satisfies:

\[
\begin{align*}
(y_{i_1} \lor y_{j_1} \lor y_{k_1}) \land \\
(y_{i_2} \lor y_{j_2} \lor y_{k_2}) \land \\
(y_{i_3} \lor y_{j_3} \lor y_{k_3}) \land \ldots \land \\
(y_{i_m} \lor y_{j_m} \lor y_{k_m})
\end{align*}
\]

Let this statement of $m$ clauses be called $\phi$. We can arithmetiatize this statement in the following manner. For each literal $x_i$, replace this by the variable $x_i$. Replace each...
literals \( \neg x_i \) by the variable \((1 - x_i)\). Finally replace \( \lor \) by addition and \( \land \) by multiplication. This gives us a polynomial \( \Phi \) with the following property. \( \phi(x_0, x_1, \ldots, x_n) = \text{FALSE} \Rightarrow \Phi(x_0, x_1, \ldots, x_n) = 0 \). To see this consider the literals in \( \phi \). If one of these evaluates to true, we get a 1 term in \( \Phi \) and if it evaluates to false, we get a 0 term in \( \Phi \). If all of the literals in a clause are false, we get 0 for that whole clause and if any of the literals are true we get a positive integer. Finally we multiply all of these clause arithmetizations together. If any of the clauses are false, then that clause evaluates to 0 and so all of \( \Phi \) evaluates to 0 as well. However, if all of the clauses are true, they all evaluate to positive numbers and so their product is a positive number as well.

Now we can use this to rephrase our 3-SAT problem as an algebraic one. In particular, if \( \phi \) is unsatisfiable, then for all \( X \), \( \phi(X) = \text{FALSE} \) and so \( \Phi(X) = 0 \). Therefore, we can say that if \( \phi \) is unsatisfiable:

\[
\sum_{x_1 = \{0,1\}} \sum_{x_2 = \{0,1\}} \cdots \sum_{x_n = \{0,1\}} \Phi(x_1, x_2, \ldots, x_n) = 0
\]

On the other hand, if \( \phi \) is satisfiable, then there will be a term of this sum which is positive and so the whole sum will be positive. This sum, will never be bigger than \( 2^n 3^m \), so we can equivalently state our problem by choosing a prime \( q \) larger than \( 2^n 3^m \) and recasting our problem modulo \( q \). This gives us the advantage of working over a field. Thus we can say that \( \phi \) is unsatisfiable if and only if:

\[
\sum_{x_1 = \{0,1\}} \sum_{x_2 = \{0,1\}} \cdots \sum_{x_n = \{0,1\}} \Phi(x_1, x_2, \ldots, x_n) = 0 \mod q
\]

We can now construct an interactive proof for the statement that some \( \phi \) is unsatisfiable with an arbitrarily powerful prover and a PPT verifier. Given \( \phi \), both \( P \) and \( V \) will be able to construct \( \Phi \), although \( V \) will not be able to expand \( \Phi \) out. The two parties agree on a satisfactory \( q \) and all polynomials and operations are done in \( \mathbb{Z}_q \) going forward. The parties initialize a term \( v_0 = 0 \) and then perform the following protocol for \( i = 1, \ldots, n \).

- \( P \) sends a polynomial in one variable \( \hat{P}_i(x_i) \) of degree at most \( m \) to \( V \).
- \( V \) checks that \( \hat{P}_i(0) + \hat{P}_i(1) = v_{i-1} \). If this is not true, the verifier rejects the proposition and concludes \( \phi \) is satisfiable. Otherwise, the verifier chooses at random an \( r_i \) in \( \mathbb{Z}_q \). Finally, \( V \) computes \( v_i = \hat{P}_i(r_i) \) and sends \( r_i \) to the prover.
- We eliminated one variable from the statement and must prove that \( v_i = \hat{P}_i(r_i) \) by repeating for \( x_{i+1} \).

After these \( n \) rounds, if the verifier has not rejected the proposition at some stage, verifier accepts the proposition that \( \phi \) is unsatisfiable.

7-3
If \( \phi \) is truly unsatisfiable, the prover will choose to send the following \( \hat{P}_i(x_i) \).

\[
\hat{P}_i(x_i) = \sum_{x_{i+1} = \{0,1\}} \sum_{x_{i+2} = \{0,1\}} \ldots \sum_{x_n = \{0,1\}} \Phi(r_1, \ldots, r_{i-1}, x_i, x_{i+1}, \ldots, x_n)
\]

This will always satisfy the conditions in the interactive proof and lead the verifier to accept with probability 1. If the statement is actually satisfiable, the prover will be able to generate satisfactory polynomials with diminishing probability. In particular, the verifier will accept with probability at most \( \frac{nm}{q} \).

3 Digital Signatures

Alice is going to send a message to Bob. However, there is an adversary Eve who is attempting to interfere with that message. Perhaps it has been encrypted using Bob’s public key so that if Eve intercepts the message, she will not be able to read it. However, there is another potential problem. What if Eve attempted to send Bob a message claiming it was from Alice? It could similarly be encrypted using Bob’s public key. How can Bob feel confident the message is from Alice? This is where the concept of digital signatures come in. We would like Alice to be able to sign her message in a meaningful way so that Bob can know it came from her. These digital signatures can be generated from Alice’s secret key. There are a few properties we want in such a digital signature:

- Alice can efficiently sign messages of reasonable size
- Given a document \( D \) which Alice has not signed, nobody can efficiently forge Alice’s signature on \( D \)
- Given a document \( D \) and a signature, anybody can efficiently tell whether the signature is valid

We can further define what we mean by the above statement by considering a game. Suppose there is an adversary Eve who is attempting to forge Alice’s signature. We’ll allow Eve to operate in PPT and undergo the following protocol. Eve can send Alice a list of messages \( m = \{m_1, m_2, \ldots, m_n\} \) and ask Alice to sign these messages. Furthermore, Eve can send these one at a time and change the sequence of messages as she receives the signatures back from Alice. After this process, however, Eve will not be able to create a proper signature for any message \( m' \notin m \) in PPT. This protocol is shown below where \( \sigma(m_i) \) is Alice’s signature of message \( m_i \).
After this protocol, Eve then chooses any message $m'$ that was not one of the messages she has already sent to Alice. But Eve should not be able to generate Alice’s signature for $m'$.

Many signature schemes actually allow multiple valid signatures for one message. In this case, we can define a notion of strong signatures. These are signatures where after the game described above, Eve is not able to generate any signature for any message which is not a message/signature pair she has already seen. In particular, this adds the qualifier that Eve is unable to produce a new signature for one of the $m_i \in m$ that is different than the signature Alice has already told her for that message.