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Abstract

A method for private keyword searching on streaming data such that the searching does not reveal what keywords are being searched for and does not reveal whether any such keywords have been located nor which documents in the data stream are saved.

Diagram:

- DOCx
  - W1, W2, W8, Wx
  - W8
- E(DOCx), FVx
- E(0)
- E(0)
FIG. 1

001 010 001 010 010 100 010 100 100 100 001 010...
010 001 010 100 100 010 100 100 010 100 100 010...
100 010 100 010 100 100 010 001 100 010 010...

FIG. 3
START

410 Assign an E(0) to V

420 Receive document

430 Append collision detection string

440 Write FV*DOC to buffer γ times randomly

445 Send buffer for decryption

450 END

435 More Words?

Y

470 Look up word in dictionary

450 END

N

475 Found?

N

480 V op= cipher-text

Y

FIG. 4
METHOD FOR PRIVATE KEYWORD SEARCH ON STREAMING DATA

REFERENCE TO RELATED APPLICATIONS

This application claims priority to U.S. Provisional Patent Application No. 60/657,602 ("the '602 Provisional Application"), filed Mar. 1, 2005, titled "Private keyword search on streaming data". The contents of the '602 Provisional Application is incorporated by reference as if set forth fully herein.

FIELD OF THE INVENTION

The present invention relates generally to keyword criteria searching on streaming data, and more particularly to a method for private keyword searching on streaming data such that the searching does not reveal what keywords are being searched for and does not reveal whether any such keywords have been located or whether the corresponding documents have been retained. A primary use of the invention is in tracking terrorist-related activity on the Internet, without the potential terrorists knowing what is being tracked, but the invention may be used for other privacy-preserving data-mining applications as well.

BACKGROUND OF THE INVENTION

Many applications require collection and searching of large amounts of data. A timely example (though not the only one) is that the intelligence community is interested in collecting relevant information from vast amounts of streaming data, such as packet traffic on network routers, on-line news feeds, on-line chat rooms, message boards, on-line search requests, and potentially terrorist-related websites. With such vast amounts of data, it is virtually impossible to store it all. Therefore, typically the streaming data is filtered from multiple data streams using search criteria in an online environment, wherein most of the data is filtered out as irrelevant, leaving a much smaller amount of relevant data to be processed. The relevant data is retained based on the search criteria that have identified the data as potentially relevant. The relevant data is then transferred to a classified/secured environment for private analysis. However, this method cannot necessarily keep the search criteria private/classified.

Preference the search criteria is classified, because otherwise adversaries could simply avoid using terms within the search criteria, and thus prevent their communications from being identified and analyzed. Therefore, another current practice is to collect all streaming data at issue into a secured environment, and then filter out the unwanted/irrelevant data within the secured environment, leaving the relevant data for further analysis within the secured environment. However, this approach is extremely burdensome in terms of the time and storage required, and further involves a risk that the data transfer of such a vast amount of data into the secured environment will be interrupted, causing further delay and potentially even data loss or data corruption.

Therefore, it is desirable for a method that allows searching and filtering of streaming data in a non-secured and/or distributed environment, in such a manner that the search criteria as well as the results of the searching and filtering remain classified (i.e., hidden even from the person who's machine may be executing a program embodying the invention), even when the relevant data is transferred from the non-secured environment to the secured environment. Such a method would be particularly useful if capable of being executed in a distributed environment, because the searching and filtering could then be outsourced publicly to multiple, even non-trusted computers and locations, resulting in virtually limitless resources. The method would be further desirable if it could be implemented with a computer program having a size independent of the data stream size.

SUMMARY OF THE INVENTION

The present invention allows searching and filtering of streaming data in a distributed, non-secured environment, in such a manner that the search criteria as well as the results of the searching and filtering remain private, even when relevant data is transferred from the non-secured environment to a secured environment. Several methods are used to provide a high and acceptable degree of certainty that all relevant documents are "retained," and all irrelevant documents are "discarded." The proofs are set forth in the '602 Provisional Application, and/or otherwise known or capable of determination by those of ordinary skill in the art. We describe how, given a secret criteria, we create a program consisting of a Public-Key Encryption and an initial encrypted buffer. Given the Public-key and the encrypted buffer, any collection of documents, one at a time, can be written into the buffer using the Public-Key (such that only documents satisfying the secret criteria are retained).

Then, given the buffer and the secret key (for the aforementioned Public-Key encryption), the totality of matching documents can be recovered precisely, provided that the total size of matching documents written to the buffer (or a specific linear function of this size) does not exceed the allotted buffer space. The program size is usually proportional to the dictionary size, but we have one construction wherein the program size is even smaller than the dictionary size. In either case, the program size does not depend on the data stream size.

The method is accomplished by taking advantage of the properties of homomorphic probabilistic encryption schemes, as explained more fully herein. Such schemes are well-known. Briefly, a homomorphic encryption scheme has the property that the encryption of plain-text x plus the encryption of plain-text y is equal to the encryption of (x+y). In other words, the encryption map preserves some algebraic structure of the plain-text set in the cipher-text set. This idea can be written as E(x)+E(y)=E(x+y), but since modern cryptosystems are probabilistic, the precise relation is actually expressed as D(E(x)+E(y)) x\&y, where D represents the Decryption function. The above example illustrates an additively homomorphic cryptosystem. We say a cryptosystem is additively homomorphic if the plain-text set is an additive group of integers, even if the cipher-text set is not. For example, even though the cipher-text set in the well-known Pallier cryptosystem is a multiplicative group of integers, the system uses multiplication of cipher-texts to reflect addition of plain-texts. So since the plain-text set is an additive group of integers, we say the Pallier cryptosystem is additively homomorphic.

Not all homomorphic cryptosystems are additively homorphic. That is, the operator on the plain-text set in the above equation is not necessarily an addition operator for all homomorphic encryption systems. It could be any abstract algebraic operation, and so the equation is written in a more general sense as D(E(x) op1 E(y))=op2 y, where op1 and op2 are the respective algebraic operators. In other words, the
A probabilistic encryption scheme is one such that there are many different ways to encrypt a single plain-text value. We refer to a CPA-secure encryption scheme as a probabilistic scheme such that for any two plain-texts (of equal size), encryptions of the first are indistinguishable from encryptions of the second to an adversary without the private key, even if many encryptions of the two plain-texts are already known to the adversary. For example, in such a scheme, an encryption of the number 0, represented herein by E(0), and an encryption of the number 1, represented herein by E(1), are virtually impossible for an adversary to tell apart from each other without the private key, even if many cipher-texts other than the given cipher-texts are known by the adversary to be an E(0) or an E(1) respectively. The Pallier cryptosystem is CPA-secure under a standard computational assumption, and our preferred method of implementation of our invention is to use the Pallier cryptosystem.

A general and perhaps slightly abstract view of the invention is that the invention applies to streaming data containing discrete tokens from a set of known tokens where the tokens are stored in a data source that can be searched. For simplicity, the invention is described in terms of documents (discrete portions of the streaming data) containing words (the tokens) from a language (the set of known tokens), where the words are stored in a dictionary (the data source that can be searched). Each document has a unique number associated with it, calculated based on its actual contents, and in general we represent that value of a document as DOC, and the value of a specific document X as DOCX. This concept is well-known and achievable using various publicly available algorithms. In the case of most text-based documents, the numeric value of a document will simply be its binary representation as a string of ASCII characters. Practically, the present invention is expected to be used on electronic data, and all such data has an internal numeric representation (usually in binary) on the machine(s) where the data exists. So any electronic document has such a value, and we use DOC to refer to the value. DOC may also conceptually be visualized simply as the document itself, instead of as a value of the document.

The present invention uses a dictionary containing all of the words (or a desired subset) in the language at issue. The dictionary is provided by a source from the secured environment (hereafter referred to as a "private source" or a "classified source"). We refer to a private source that has access to the decryption key as a key-holder. We refer to anyone else as an adversary. Each word in the dictionary has associated therewith a corresponding cipher-text, which is either an E(0) or an E(1). The words of interest (i.e., relevant words) have an E(1) associated with them, while the words not of interest (i.e., irrelevant words) have an E(0) associated with them. Each E(0) in the dictionary is unique as compared to all other E(0)'s in the dictionary, and each E(1) in the dictionary is unique as compared to all other E(1)'s in the dictionary.

As a document is received, the document is parsed such that each word in the document is looked up in the dictionary. If the document has keywords matching the search criteria, then an encryption of the document itself is produced. Otherwise, an encryption of the identity element is produced. But the adversary cannot know whether the document has the matching keyword criteria, because both matching and non-matching documents are processed in exactly the same manner. It is simply the values of the cipher-texts which control whether the encryption created is that of the document itself or that of the identity element. In both cases, the resulting encryption is written to a buffer for later decryption as further described herein. "Written" in this sense refers to mixing the resulting encryption into the buffer with whatever contents are already there, and in the case of our primary example this means adding encryptions.

The above process is repeated for each document, and at various times the buffer is sent to a secured environment for decryption and analysis. This process may occur at many nodes on a non-secured distributed network such as the Internet. As will be apparent, and as explained more fully herein, once the key-holder decrypts the buffers in the secured environment, the key-holder ends up with the relevant documents. Other considerations such as efficiency, overflow detection and handling, use of Boolean expressions in the search criteria, eliminating the probability of error using perfect hash functions, avoiding and detecting collisions in the buffer slots, and the actual decryption methods are discussed more fully herein and/or in the '602 Provisional Application.

Although the methods of the invention will be known by any adversary who can obtain a copy of a computer program implementing the present invention (or by any adversary who simply reads this patent application), we have proved as set forth in the '602 Provisional Application that such an adversary could still provably never reverse engineer the program to determine what the keyword search criteria are or what documents have been identified as containing the keyword search criteria or are saved in the buffer. This is true even if the adversary obtains a program embodying the invention and the buffer full of data (before it is sent to a secured environment and thus is still encrypted). So there is no risk of exposure even if such a computer program and the collected data fall into enemy hands.

The methods described above and to be described more fully herein, allow the searching and filtering to be performed publicly on a distributed network, without an adversary being able to determine what words are being searched for and what documents have been saved in a buffer as relevant. This is so because although the adversary might see the dictionary of words and corresponding cipher-texts, and therefore know that the subset of words being searched for is within the dictionary, there is no way for the adversary to determine which words have an E(0) associated with them, and which words have an E(1) associated with them, and hence no way for the adversary to know which words within the dictionary are being searched for. Furthermore, each document is written to the buffer either as an encryption of the document itself, or as an encryption of the identity element, but which of these two operations took place cannot be known.
to the adversary. So there is no way for the adversary to determine which documents have been saved as relevant, and which have not been.

Although the invention may be used to track terrorist-related activity on the Internet, such as by running on a search engine host to track IP addresses of computers that search for potentially terrorist-related information, the invention also has many other practical uses, because it may be used on any streaming data in an environment where it is desired to keep the search criteria and the search results private. One example is a company can perform an audit of its own data without massive data transfer and without having to take physical custody of its computers into an analytical environment. Another example is that using a list of names as a source of keywords, a private search of alias names can be performed without revealing the searcher’s knowledge of the aliases. Medical records could be searched for certain conditions while maintaining patient privacy. Airline ticket data and other market-competitive consumer data could be compared by consumers without the sellers knowing the search criteria. Printer or fax documents could be keyword searched so that suspicious documents could “send an alarm” (i.e., notify the key-holder upon decryption). User on-line search requests through GOOGLE or other search sites could be tracked for criminal activity. These are just a few representative examples, and many other uses of the invention are possible, whenever the search criteria must remain hidden.

In one embodiment of the present invention, the method comprises: initializing an encryption variable to a value being an encryption of the identifier element under a homomorphic and probabilistic CPA-secure encryption scheme; receiving a document comprising a plurality of document words; looking up each of the plurality of document words in a dictionary of known words, each of the known words being either a keyword or an irrelevant word, each of the irrelevant words having associated therewith a correspondingly unique cipher-text having a value that is an encryption of the identity element, and each of the keywords having associated therewith a correspondingly unique cipher-text having a value that is an encryption of a non-identity element; for each of the plurality of document words found during the lookup step, performing an operation associated with the encryption scheme on a first operand and a second operand, the first operand being the cipher-text corresponding to the found document word and the second operand being the encryption variable, each time changing the value of the encryption variable to be the result of the operation, so that the encryption variable ends with a final value; multiplying the final value of the encryption variable by the document to produce an encrypted document (or creating the encrypted document by bit-wise encrypting it using the final value of the encryption variable to represent 1, and the initial value of the encryption variable to represent 0); and writing the encrypted document to a first slot in a buffer comprising a plurality of slots, each having been initialized to contain an encryption of the identity element prior to the encrypted document being written. The two process could be repeated on each document in a stream of documents.

The encryption scheme could be additively homomorphic, in which case the identity element could be 0 and the non-identity element could be 1. The encryption scheme could be a public key encryption scheme, and could be the Paillier encryption scheme. After the document has been processed in this manner, it can be decrypted, ideally in a secured environment, and typically using an algebraic operation of the encryption scheme and a secret decryption key.

As part of the decryption, a value of the document is determined, and if the value is zero then the document is discarded, otherwise it is determined if the document is a collision of two or more documents, and if so then it is discarded, otherwise it is saved as a matching document. The encrypted document preferably is written to gamma slots in the buffer chosen randomly, gamma being an integer parameter chosen to produce an acceptable probability of data loss, which is exponentially small as a function of gamma. Also preferably, the document has a collision detection string associated with it (e.g., appended to it). Also preferably, each time the encrypted document (with its appended collision detection string) is written to one of the slots in the buffer, the encryption variable is written to the same slot. In one embodiment, the collision detection string consists of a series of k bits, partitioned into k/3 triples of bits, each triple consisting of a single bit randomly set to a 1 and the other two bits set to a 0 (or vice versa).

In another embodiment of the present invention, the encryption scheme is an additively homomorphic probabilistic CPA-secure encryption scheme. The Paillier encryption scheme is preferred. Each keyword in the dictionary has a corresponding cipher-text associated with it that has a correspondingly unique value that is an E(1), and each of the irrelevant words has a corresponding cipher-text associated with it that has a correspondingly unique value that is an E(0). Each slot in the buffer is initialized to an E(0). A stream of documents is received (typically in a non-secured environment), and for each document, an E(0) is assigned to the encryption variable. Then, each word in the document is looked up in the dictionary, and if the word is found, then its corresponding cipher-text is plus-equalled to the encryption variable. After all the words in the document have been processed in this manner, the final value (which we refer to as FV) of the encryption variable is “multiplied” by the document DOC to produce an encrypted document, which is then added to one of the slots in the buffer. Preferably, the encrypted document is added to gamma slots in the buffer chosen randomly, gamma being an integer parameter chosen to produce an acceptable probability of data loss that is exponentially small as a function of gamma.

Note that we do not assume a ring structure (i.e. an addition and multiplication operation) on the cipher-text set, or even that the cipher-text set consists of integers. That is, “multiplication” of FV by DOC is performed by adding FV to itself DOC times. This notion of “multiplication” is very well-known and is standard in modern algebra texts. This can be efficiently implemented provided only that the operation of the cipher-text set has an efficient implementation. In the preferred embodiment described herein, the multiplication can be accomplished by actual integer multiplication modulo a large number. In a preferred embodiment, the FV itself, is also stored in the slot with FV*DOC, and DOC has an additional variable appended thereto referred to as a collision detection string (discussed more fully herein).

When each document has a corresponding unique collision detection string appended to it, each encrypted document is actually an encryption of the document with its collision detection string appended to it. FV for each document is also written to each slot along with the encrypted document. A preferred embodiment of the collision detection string is that for each document, it consists of a correspond-
ingly unique series of k bits, partitioned into k/3 triples of bits, and each triple of bits consists of a single bit randomly set to a 1 and the other two bits set to a 0 (or vice versa).

[0024] Once all of the documents have been processed, the buffer is sent to a secured environment for decryption using a secret decryption key. Preferably, each encrypted document has a corresponding size, and a linear function of a sum of the sizes of all of the encrypted documents that are not E(0)'s does not exceed an allocated buffer size.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] FIG. 1 is a diagram presenting a visualization of the primary data structures involved in carrying out the present invention, and the relationship between them, namely a document, the dictionary, and the buffer.

[0026] FIG. 2 is a flowchart showing a method of the present invention applied to a stream of multiple documents.

[0027] FIG. 3 illustrates collision detection strings in accordance with the present invention.

[0028] FIG. 4 is a flowchart showing a method of the present invention applied to a single document.

[0029] FIG. 5 illustrates how documents are stored in a buffer in accordance with the present invention, such that irrelevant documents do not affect the contents of the buffer.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0030] With the Background and Summary sections of the application in mind, the invention will now be described in detail, in association with the accompanying drawings. Turning to FIG. 1, a diagram is shown presenting a visualization of the primary data structures involved in carrying out the present invention, and the relationship between them. These are a document 10 having multiple words 15, a dictionary 20 containing words 25 and corresponding cipher-texts 30, and a buffer 35. FIG. 1 shows dictionary 20 as an array of ordered pairs, but this is not required. The specific data structure may be a data tree or other suitable structure. The specific cipher-text 30 associated with a particular word 25 is represented as E(‘*’), to mean that the cipher-text is either an E(0) or an E(1), but nothing else. The dictionary 20 is created in a secured environment, so the processor can associate E(1)'s with the relevant words, and E(0)'s with the irrelevant words.

[0031] The example in FIG. 1 shows that DOC 10 has words W1 (3 times), W2, W3, and W4, that are in the dictionary 20. DOC 10 also has 3 words W that are not in the dictionary. As will become apparent, it is not required that all words in the document 10 be in the dictionary 20. All that is required is that the relevant words are in the dictionary 20 and have an E(1) as their corresponding cipher-text 30. Once the method of the present invention is performed on DOC 10 as described herein, DOC 10 is encrypted and written to the buffer 35, preferably γ (gamma) times at random, along with a final calculated value (FVγ) for DOC 10, that is a final value of an encryption variable V as described herein. For simplicity, FIG. 1 shows this as E(DOC10), FVγ, being written to buffer 35 two times, to slots 40a and 40b of the buffer 35. E(DOC10) will be an E(0) if there were no hits, or an E(0) if hits *DOC if there were hits. This is explained more fully herein. The other slots 40a and 40b are shown as E(0)'s, because that's how they were initialized.

[0032] Turning now to FIG. 2, a flowchart shows a method of privately searching for keyword criteria, applied to a stream of multiple documents. Concurrently, we will refer to FIG. 5 in appropriate steps to present a visualization of the method. FIG. 5 shows 4 diagrams (Dia. 1 through Dia. 4), each diagram being a pair of buffers 35a and 35b. Within each diagram, the buffer 35a and the buffer 35b represent the exact same buffer, but the upper representation 35a shows a visual representation of the encrypted content whereas the lower representation 35b shows a visual representation of what the decrypted content would be.

[0033] The process as shown in FIG. 2 begins at step 200. At step 210, a buffer 35 is provided having each slot 40 thereof initialized to an E(0). "Providing" the buffer 35 refers simply to the buffer 35 being available in the described condition, whether it was created by the current user, obtained from an independent source, or simply is available for use to carry out the methods described herein. Typically, the buffer 35 will be initialized in a secured environment. FIG. 5, Dia. 1, shows the initialized buffer 35a as an E(0) in each slot 40 of buffer 35a, and as nothing in each slot of buffer 35b.

[0034] At step 220, the dictionary 20 is provided, in a format as described in connection with FIG. 1. "Providing" the dictionary 20 likewise refers simply to the dictionary 20 being available, whether it was created by the current user, obtained from an independent source, or simply is available for use to carry out the methods described herein. Typically, the dictionary 20 will be initialized in a secured environment. The dictionary 20 has words 25 each being either a keyword or an irrelevant word, and each of the keywords has its corresponding cipher-text 30 set to a correspondingly unique value that is an E(1) under an additively homomorphic probabilistic CPA-secure encryption scheme. Each of the irrelevant words has its corresponding cipher-text 30 set to a correspondingly unique value that is an E(0) under the encryption scheme. With the dictionary 20 available, and the buffer 35 initialized, the process of searching documents then begins.

[0035] At step 225, the question is asked as to whether there are any more documents to be searched. This question seems necessary because the exact number of documents in the data stream 505 (FIG. 5) being searched is typically not known. If no more documents are in the data stream 505, then the process transfers to step 230, which is to transfer the buffer 35 to a secured environment for decryption of the encrypted documents, and the process then ends at step 240. Of course, this question would not be answered in the negative initially, unless no documents at all were searched, in which case the buffer would be sent back in its initialized state and then decrypted to the contents shown in diagram 1 of FIG. 5, i.e., nothing. So presuming there are more documents in the data stream 505, the process would then transfer to step 250, where the next document in the stream 505 is received. In FIG. 5, the document is D1, 510, and as shown by arrow 515 it will be received into filler program F 520 that will process the document in accordance with the present invention, ultimately writing the document to the buffer as seen by arrow 535. Document D1, 510 is shown with the notation k=5 to indicate that it has 5 of the keywords being searched for. Of course, that is not known until the process is complete, but for illustration purposes, it is helpful to label it as such.

[0036] At step 260, a unique collision detection string 305 (FIG. 3) is appended to the document 10. This step is not required, but is preferred to allow for more accurate results, and is described in more detail herein. At step 270, a value that is an E(0) is assigned to an encryption variable which we will call V. "Assigning" this E(0) value refers simply to the value being
available, whether it was created by the current user, obtained from an independent source, or simply is available for use to carry out the methods described herein. The value will be provided by a key-holder in the case where the encryption scheme is not a public key system, or it may be created by the user himself in the case where the encryption scheme is public key. In either case it is no problem that an adversary knows the specific value is indeed an E(0). In fact, with multiple users across a distributed network, the key-holder may provide the exact same value of different E(0)'s. It makes no difference. All that matters is that it is an E(0).

[0037] Now that the document 10 has been received, it is parsed to look up all of its words 15 to see if they meet the keyword criteria. This begins at step 275, where it is asked whether any more words 15 exist in the document 10. This question seems necessary because the exact number of words 15 in the document 10 are typically not known. If no more words 15 are in the document 10, then the process transfers to step 280, which is to write FV*DOC to the buffer 35, and the process then returns to step 225 to check for more documents. The writing step is described more fully herein. Of course, here too, this question would not be answered in the negative initially, unless no words 15 were in the document 10, in which case the FV*DOC would be an E(0), decrypted to a 0 which is interpreted as irrelevant.

[0038] So presuming there are more words 15 in the document 10, the process would then transfer to step 290, where the next word 15 is looked up in the dictionary 20. This step presumes that the "words" are discrete recognizable tokens within the "language" at issue. For example, most human languages include a space delimiter in their written form. For some languages, however, the "words" may not include simple delimiters. In such cases, the invention still works, and simply must implement the set of rules for parsing the given language. Using the example shown in FIG. 1, and presuming we are on the word 15c labeled Wc, then the lookup would fail (because Wc is not in the dictionary), the query at step 295 would be answered in the negative, and so the process would return to step 275 to check for the next word 15. In that case, effectively the word 15c is simply ignored. Optionally, an E(0) could be added to V in this instance as well. This represents the adversary's limited knowledge stemming from the fact that the dictionary 20 is public, and so the adversary can always know that the words being searched for are in the dictionary. Practically, this is not a concern because the dictionary will be relatively large. If, on the other hand, we were on the word 15a labeled Wa, the lookup would yield a match for word 25b. Thus, the query at step 295 would be answered in the affirmative, and so the process would continue to step 297.

[0039] At step 297, the cipher-text 30 that is an E(*) corresponding to the word 250 found in the dictionary 20, is plus-equalled to V. Plus-equaling is taking the contents of the second operand (here the E(*)), adding it to the first operand (here V), and storing the result in the first operand (here V). This phrase is common in C++ programming and would be expressed in C++ as V+=E(*). The process then returns to step 275 to check for the next word 15. As can be seen in FIG. 2, the process loops until there are no more words 15, and each time a successful lookup occurs, the value of V is changed by plus-equaling the corresponding E(*) to V. After all words 15 have been looked up, the process then transfers to step 280, and the value of V is now the final value which we refer to as FV. At step 280, FV*DOC is calculated to produce an encrypted document which is then written to the buffer. The writing step preferably also writes the actual value FV, to each slot in which DOC, is written, as shown in FIG. 1, so that the encrypted document (FV,*DOC,) could then be decrypted (with the secret key) by dividing by FV, to result in DOC.

[0040] In a preferred embodiment, as will be the case for many cryptosystems, the process of adding an element to itself some integral number of times as in the formula "FV*DOC" is always invertible. However, this is not the case in general. For example, it may be that 2*X=Y always has a plurality of solutions for a single, fixed value Y. In such a case, we must revert to a more primitive form for creating potential encryptions of a document, such as using the value FV to create a "bit-wise encryption" of DOC. That is, encrypt DOC one bit at a time, using FV to encrypt a 1, and using our initial encryption of 0 (E(0)) for the 0 bits. Furthermore, if the order of our non-identity element (which we have labeled 1) is small (less than the number of keywords), we randomize and repeat the process of selecting FV to ensure correctness. However, this process will demand much more storage than our preferred embodiment, and as such is not explained in great detail here, although it is thoroughly described in IACR Cryptology ePrint Archive Report 2005/242 http://eprint.iacr.org/2005/242, which is hereby incorporated herein by reference.

[0041] Based on the homomorphic encryption scheme, and the design of the dictionary, the encrypted document (FV*DOC) will be either an E(0) (if no keywords were found in the document), or E(x)*DOC, where x is the number of keywords that were found in the document. Referring to FIG. 5, this is shown in diagram 2 which shows D1 being written to buffer 35a as E(5)*D1, because D1 had 5 keywords as indicated by k=5 in D1, 510. Note that the corresponding slots 40a, 40d, and 40e in buffer 35b in diagram 2 show simply D1, because that is what would exist in those slots upon decryption.

[0042] FIG. 5 shows D2 being written to 3 separate slots 40a, 40d, 40e of buffer 35. This represents D2 being written to γ (gamma) slots 40 in the buffer 35, the slots 40 chosen randomly, γ being an integer parameter (which we refer to as a correctness parameter) chosen to produce an acceptable probability of data loss which is exponentially small as a function of γ. The details of how to choose γ are explained in the '062 Provisional Application, but suffice it to say that we increase the probability of a matching document surviving (i.e., being in at least 1 slot with no other matching documents) by adding the document to γ slots 40 in the buffer 35 randomly, and preferably we make the buffer size (i.e., the number of slots) proportional to 2*γ, where m is the upper bound of the number of documents 10 we wish to store. So we may choose γ based on m and the percent of correctness we desire. Each slot 40 of the buffer 35 is preferably of size c, where c is the size of each document to be stored in the buffer 35. This description suppresses that documents of size less than c will be padded, and documents of size greater than c will be truncated. However, larger documents could also be broken up into sub-documents, and then FV could be multiplied by each of the sub-documents and stored into the buffer in contiguous slots. The basic format of the buffer would remain the same, except the contiguous slots in this case would be considered a single slot for certain processing.
We can guarantee that if there is a matching document that survives, then it can be recovered during the decryption of the buffer 35. For best guarantees, the randomness should be "true" randomness. Sources could be mouse movement, random keystrokes, a Geiger counter, or any other suitable source of randomness. Also, quasi-random functions could be applied to the collected randomness to produce very large strings of random data, thereby reducing the amount of randomness that needs to be collected from the user or other source.

The above process continues for each document in the data stream 505, as shown by the transfer of control from step 280 back to step 225. Continuing with the example shown in FIG. 5, we have thus far processed only document D1 510 having 5 keywords, and thus the buffer (35a, 35b) has contents as shown in Diag. 2. The next document in the stream 505 is document D2 525 having 0 keywords, as indicated by the k=0 in document D1 525. Thus, after document D1 525 is processed, at step 280 the value of FV would be an E(0), and the value of the encrypted document FV*DOC would therefore also be an E(0). Based on the homomorphic encryption scheme, when document D2 525 is written to the gamma random slots (slots 40a, 40c, and 40g as seen in Diag. 3 in FIG. 5), the slots are unaffected as to their decryptions. That is, although the buffer contents are re-written (i.e. re-encrypted) their decryption contents do not change. This is because based on the homomorphic scheme, adding E(0)’s into the buffer has the effect of adding 0’s to the plain-text. Thus, as seen in Diag. 3, slot 40a still has an E(5)*D4, (i.e. the encrypted D4) which would decrypt to D4, and slots 40c and 40g, which were E(0)’s from initialization, will still be E(0)’s and thus will decrypt to 0 (an indication of no document being there).

Now, continuing with the example shown in FIG. 5, we have thus far processed documents D1 510 having 5 keywords, and D2 525 having zero keywords, and thus the buffer (35a, 35b) has contents as shown in Diag. 3. The next document in the stream 505 is document D3 530 having 8 keywords, as indicated by the k=8 in document D1 530. Thus, after document D1 530 is processed, at step 280 the value of FV would be an E(8), and the value of FV*DOC would therefore be E(8)*D4. Based on the homomorphic encryption scheme, when document D2 530 is written to the gamma random slots (slots 40a, 40b, and 40g as seen in Diag. 4 in FIG. 5), the previous E(0) slots (40b and 40g) become E(8) *D4, which decrypt to D4, and slot 40a becomes an E(13) *D4, which is indicated in slot 40a of buffer 35a as "X" to represent that a collision has occurred (and would be detected as described herein), so the "document" in slot 40a would be disregarded. Thus, as seen in Diag. 4, slots 40a and 40c would be decrypted to D4, and slots 40b and 40g would be decrypted to D4, both D4 and D4 having thus survived.

When there are no more documents, the query at step 225 is answered in the negative, and so control passes to step 230 at which time the buffer is sent to a secured environment for decryption. The process then ends at step 240. Of course, a new data stream 505 may then be processed, and the process will begin all over at step 200. The entire process, as described herein, may be performed by multiple public sources on multiple data streams, each source then transferring its buffer of data to the secured environment for decryption upon completion of processing the data stream. It should be noted that the query at step 225 may also be arbitrary in that the process can instead stop after a certain number of documents have been processed, or after a certain amount of time has elapsed, or based on some other condition, so long as the condition is not based on the contents of the documents.

Significantly, an examination of FIG. 2 reveals that the only decisions involve whether there are any more documents (step 225), whether there are any more words within a document (step 275), or whether a word is found in the dictionary (step 295). No decisions are made based on the value of the words in the dictionary. In other words, all of the other steps in the process appear as, and indeed are implemented as "straight-line" code. This is what we mean when we say that the process cannot be reverse engineered by an adversary to determine what data is being searched for, or what the results of the search are.

Turning now to FIG. 4, a flowchart illustrates a method of the present invention applied to a single document. Much of the discussion with respect to FIG. 2 applies here as well, and will not be repeated. The method begins at step 400. At step 410, the encryption variable V is initialized to a value being an encryption of an identity element under a homomorphic and probabilistic CPA-secure encryption scheme (which we will still represent here by E(0), even though the number 0 might not be the identity element). Here, "initializing" refers simply to V being set to E(0), whether it was done so by the current user, an independent source, or in some other manner. The process then proceeds to step 420, where a document comprising a plurality of words is received. At step 430, a unique collision detection string is appended to the document. This step is not required, but is preferred to allow for more accurate results, and is described in more detail herein.

Now that the document has been received, it is parsed to look up all of its words to see if they meet the keyword criteria. This begins at step 435, where it is asked whether any more words exist in the document. If no more words are in the document, then the process transfers to step 440 where FV*DOC is written to the buffer, and then at step 450 the buffer is sent to a secured environment for decryption. The process then ends at step 460. Of course, presuming a stream of data, a new document may then be processed, and the process would begin all over at step 410. The entire process, as described herein, may be performed by multiple public sources on multiple data streams, each source then transferring its buffer of data to the secured environment for decryption upon completion of processing the data stream.

So presuming there are more words in the document, the process would then transfer to step 470, where the next word is looked up in the dictionary of known words. As previously explained, each of the known words is either a keyword or an irrelevant word, and each of the irrelevant words has associated therewith a correspondingly unique cipher-text having a value that is an E(0), while each of the keywords has associated therewith a correspondingly unique cipher-text having a value that is an E(1). Here, remember that we are using E(0) to represent the identity element, even if the identity element is not actually the number 0. Likewise, we are using E(1) to represent a non-identity element, even if the non-identity element is not actually the number 1.

After the word is looked up at step 470, the question is asked at step 475 if the word was found in the dictionary. If not, then the word is effectively ignored, as shown by the process returning to step 435 to process the next word. If, however, the word is found, then the process proceeds to step 480, where the cipher-text corresponding to the found word is
the op-eqauled to V. Here, op-eqauled is used to represent a
general operation (op) associated with the encryption
scheme, as supposed to a specific operation such as addition
in which case the function would be referred to as plus-
eqauled. After the op-eqauling of the cipher-text to V, the
process returns to step 435 to look up the next word. The
lookup process (steps 470, 475, and if applicable 480)
continues for each word in the document, such that each time step
480 is executed the value of V changes, ending in a final value
we have called FV.

When there are no more words, the process transfers
to step 440 where the final value of the encryption variable
(FV) is multiplied by the document (DOC) to produce an
encrypted document (FV*DOC) which is then written to the
buffer, all slots in the buffer having been already initialized
to E(0) before the write operation. Alternatively at step 440,
the encrypted document could be created by bit-wise encrypting
DOC using FV to represent 1 and the initial value of V to
represent 0. Preferably, DOC is written to γ (gamma) random
slots in the buffer, gamma being an integer parameter (the
correctness parameter) chosen to produce an acceptable prob-
ability of data loss which is exponentially small as a function
of gamma. Here too, preferably the actual value FV is written
to each slot in which DOC is written, so that the encrypted
document (FV*DOC) could then be decrypted (with the
secret key) by dividing by FV to result in DOC.

At step 450 the buffer is then sent to a secured environment
for decryption. Of course, in a stream of docu-
ment, the process could be repeated by transferring control
from step 440 to step 410. But FIG. 4 was intended to illus-
strate the process on just a single document, for simplifica-
tion. The process then ends at step 460.

We will now turn to a discussion of the collision
detection string 305 (FIG. 3), and how it is used during
decryption to determine if a buffer slot has a legitimate match-
ing document as opposed to garbage caused by a collision of
documents. Recall that collisions are possible, and in fact
likely, based on the writing steps which write each DOC to
gamma random buffer slots. However, as proved in the '602
Provisional Application, despite such collisions, the methods
of the present invention still yield acceptable results in terms
of the probability that all matching documents will survive.

In our preferred embodiment, the collision detection string 305
consists of a series of k bits, partitioned into k/3 triples of
bits, each triple of bits consisting of a single bit randomly
set to a 1 and the two other bits set to a 0 (or vice versa,
which would yield the equivalent result). Here, k obvi-
ously is an integer divisible by 3. Recall that each DOC has
a unique collision detection string 305 appended to it. Thus, in
the embodiments using collision detection strings 305,
when we refer to DOC being written to the buffer this also includes
the collision detection string for that DOC. In FIG. 1, for
example, where slot 40a shows E(DOCx),FV*, the DOCx
includes the collision detection string 305.

When the buffer is decrypted, (e.g., one document at
a time), if a decrypted value of the document is zero then the
document is not a matching document (because FV*DOC
will be an E(0)). If the decrypted value of the document is not
zero, then it is either a good document or it is a collision. A
non-zero document is good if exactly 1 bit in each of the k/3
triples of bits is a 1. Otherwise, a collision has occurred.

The reason for this is because if two documents are written on top
of each other in a slot, then their corresponding collision
detection strings will be combined, resulting in a new bit-
string that has an extremely low probability of remaining in
the format of the original collision detection strings (i.e., a
single bit in each triple set to a 1 and the two other bits set to
a 0). For example, FIG. 3 shows three separate collision
detection strings 305a, 305b, and 305c, representing the
collision detection strings of three separate documents written
to the same slot. The resulting collision detection string 310
would exist upon decryption. It can be seen that the length of
the collision detection string 305 can be set to exponentially
decrease the odds of failing to detect a collision. As the length
is increased, the odds of failing to detect a collision are
exponentially decreased.

In some instances, the key-holder likely would be
able to detect a collision without using the collision detect-
ion string, because adding binary representations of documents
would look like garbage, and be unrecognizable. This would
be the case, for example, if the document were in the English
language. However, even in such a case it is desirable to have
the collision detection strings because the collisions could be
identified and discarded automatically without requiring
human intervention. So while using the collision detection
strings mathematically proves a very strong sense of correct-
ness, it also is a convenience for the key-holder.

We will now briefly discuss the concept of overflow
detection. Overflow detection and handling is discussed more
fully in the '602 Provisional Application. Overflow is a con-
dition in which too many matching documents have been
written to the buffer, so that the probability of all matching
documents surviving is not acceptable. We can calculate an
overflow detection value based on a known size of the buffer
and an upper bound on the number of matching documents
written to the buffer. One such upper bound can be computed
by storing the sum of all the final values of encryption vari-
ables, which will be an encryption of the total number of
keywords found in the stream. If the calculated upper bound
of matching documents exceeds the buffer's designed capac-
ity, then overflow is possible. If an accurate estimate for the
average number of keywords per matching document is avail-
able, then a more accurate detection value can be calculated.
In the example above, the computed upper bound can be
divided by the average number of keywords per matching
document to predict overflow if that number exceeds the
designed buffer capacity.

If the condition of overflow is determined, then this
could be acted upon dynamically to make decisions such as
sending the buffer for decryption, or stopping receipt of the
streaming data. However, this is potentially risky in that doing
so might reveal information about the keywords and/or the
number of matching documents. Overflow can also be
detected during encryption based on the number of collisions.

One additional concept is that we can extend our
query types using the BGN cryptosystem, which is homomor-
phic over polynomials of total degree two. That is, the encryp-
tion scheme allows computing polynomials of total degree
two on cipher-texts. The basic methods remain the same, but
there is an additional operation performed to obtain FV.
Instead of only a single encryption variable (V), two Vs are
used. Also, two sets of cipher-texts are associated with the
dictionary, one set to be used with the first V, and the other set
to be used with the second V. The second set of cipher-texts
still has E(0)'s for irrelevant words, and E(1)'s for keywords.
In this method, each of the two Vs is initialized to E(0), and if
a word is found in the dictionary, then one corresponding
cipher-text is op-eqauled to the first V, and the other is op-
equaled to the second V. When the two FV's are determined, they are combined to produce an encryption of the first FV multiplied by the second FV using a means provided by the encryption scheme (e.g., the bilinear map of the BGN scheme) to produce one new FV, used as described previously to encrypt DOC. This is described more fully in the '602 Provisional application.

[0061] While the invention is susceptible to various modifications, and alternative forms, specific examples thereof have been shown in the drawings and are herein described in detail. It should be understood, however, that the invention is not to be limited to the particular forms or methods disclosed, but to the contrary, the invention is to cover all modifications, equivalents and alternatives falling within the spirit and scope of the appended claims. As an example, though the methods have been shown and described using a specific sequence of steps, it should be apparent to those of ordinary skill in the art that the specific sequences are not necessarily required. One specific example is that appending the collision detection string to a document and assigning an E'(0) to V are not sequence dependent on each other, and thus either can be performed before or after the other.

1. A method of privately searching for keyword criteria in a document, the method comprising:
   a) initializing an encryption variable to a value being an encryption of an identity element under a homomorphic and probabilistic CPA-secure encryption scheme;
   b) receiving a document comprising a plurality of document words;
   c) looking up each of the plurality of document words in a dictionary of known words, each of the known words being either a keyword or an irrelevant word, each of the irrelevant words having associated therewith a correspondingly unique cipher-text having a value that is an encryption of the identity element under the encryption scheme, and each of the keywords having associated therewith a correspondingly unique cipher-text having a value that is an encryption of a non-identity element under the encryption scheme;
   d) for each of the plurality of document words found during the lookup step, performing an operation associated with the encryption scheme on a first operand and a second operand, the first operand being the cipher-text corresponding to the found document word and the second operand being the encryption variable, each time changing the value of the encryption variable to be the result of the operation, the encryption variable ending with a final value;
   e) encrypting the document using the encryption variable;
   f) writing the encrypted document to a first slot in a buffer comprising a plurality of slots, each of the plurality of slots having been initialized to contain an encryption of the identity element prior to the encrypted document being written to the first slot.

2. The method of claim 1, wherein the encryption scheme is additively homomorphic, and the identity element is 0 and the non-identity element is 1.

3. The method of claim 1, wherein the encryption scheme comprises a Paillier encryption scheme or a public key encryption scheme.

4. (canceled)

5. The method of claim 1, further comprising sending the buffer to a secured environment for decrypting the encrypted document.

6. The method of claim 1, wherein if a decrypted value of the document is zero then the document is not a matching document, and if the decrypted value of the document is not zero and is not a collision of two or more documents, then the decrypted value of the document is the document.

7. The method of claim 1, further comprising writing the encrypted document to gamma slots in the buffer chosen randomly, wherein gamma is an integer parameter chosen to produce an acceptable probability of data loss, and said probability is exponentially small as a function of gamma.

8. The method of claim 7, wherein the document has associated therewith a collision detection string, and wherein each time the encrypted document is written to one of the plurality of slots in the buffer, the encryption variable is written to the same slot and the collision detection string is written to the same slot.

9. The method of claim 8, wherein the collision detection string consists of a series of k bits, partitioned into k/3 triples of bits, each triple of bits consisting of a single bit randomly set to a 1 and the two other bits set to a 0.

10. The method of claim 1 further comprising repeating steps a) through f) for each of a plurality of documents received in a stream of documents.

11. (canceled)

12. (canceled)

13. The method of claim 1, wherein encrypting the document comprises bit-wise encrypting the document using the final value of the encryption variable to represent the non-identity element and using the initial value of the encryption variable to represent the identity element.

14. A method of privately searching for keyword criteria on streaming data, the method comprising:
   providing a dictionary of words each being either a keyword or an irrelevant word, each of the keywords having associated therewith a corresponding cipher-text having a correspondingly unique value that is an encryption of the number one under an additively homomorphic probabilistic CPA-secure encryption scheme, and each of the irrelevant words having associated therewith a corresponding cipher-text having a correspondingly unique value that is an encryption of the number zero under the encryption scheme;
   providing a buffer with each slot therein initialized to contain an encryption of the number zero;
   receiving a plurality of documents each comprising a plurality of words;
   for each of the plurality of documents, performing the following:
   a) assign an initial value that is an encryption of the number zero to an encryption variable;
   b) look up each of the plurality of words in the dictionary;
   c) for each of the plurality of words found in the dictionary, plus-equal the corresponding cipher-text to the encryption variable;
   d) after sub-step c), encrypting the document using the encryption variable;
   e) add the encrypted document to one of the slots in the buffer.

15. The method of claim 14, wherein sub-step c) further comprises adding the encrypted document to gamma slots in the buffer chosen randomly, wherein gamma is an integer parameter chosen to produce an acceptable probability of data loss, and the probability is exponentially small as a function of gamma.
16. The method of claim 15, further comprising appending a correspondingly unique collision detection string to each of the plurality of documents, and wherein each time one of the encrypted documents including its corresponding collision detection string is added to one of the slots in the buffer, the encryption variable is written to the same slot.

17. The method of claim 16, wherein each of the collision detection strings consists of a unique corresponding series of k bits, partitioned into k/3 triples of bits, and each triple of bits in each of the collision detection strings consists of a single bit randomly set to a 1 and the two other bits set to a 0.

18. (canceled)

19. The method of claim 16, further comprising sending the buffer to a secured environment for decrypting.

20. The method of claim 19, wherein the plurality of documents are received as streaming data in a non-secured environment, and the decryption is performed in a secured environment using a secret decryption key.

21. The method of claim 19, wherein each of the collision detection strings consists of a series of k bits, partitioned into k/3 triples of bits, each triple of bits consisting of a single bit randomly set to a 1 and the two other bits set to a 0.

22. The method of claim 14, wherein encrypting the document comprises multiplying the encryption variable by the document to produce the encrypted document.

23. The method of claim 14, wherein the encryption scheme allows computing polynomials of total degree two on cipher-texts, each of the keywords has associated therewith a second corresponding cipher-text having a correspondingly unique value that is an encryption of the number one, and each of the irrelevant words has associated therewith a second corresponding cipher-text having a correspondingly unique value that is an encryption of the number zero, step a) further comprises assigning a value that is an encryption of the number zero to a second encryption variable, step c) further comprises plus-equaling the second corresponding cipher-text to the second encryption variable; and step d) further comprises combining the second encryption variable with the encryption variable to produce an encryption of their product using a means provided by the encryption scheme, and storing the result in the encryption variable before multiplying the encryption variable by the document to produce the encrypted document.

24. A method of privately searching for keyword criteria in a document, the method comprising:
   a) receiving a document comprising a plurality of tokens;
   b) computing for each of the plurality of tokens a corresponding cipher-text;
   c) combining the plurality of cipher-texts to compute a final encryption variable;
   d) encrypting the document under a secure encryption scheme using the final encryption variable; and
   e) writing the encrypted document to a buffer comprising a plurality of slots.

25. The method of claim 24, wherein the encryption scheme is additively homomorphic.

26. (canceled)

27. The method of claim 24, further comprising writing the encrypted document to gamma slots in the buffer chosen randomly, wherein gamma is an integer parameter chosen to produce an acceptable probability of data loss, and said probability is exponentially small as a function of gamma.

28. The method of claim 27, wherein the document has associated therewith a collision detection string, and wherein each time the encrypted document is written to one of the slots in the buffer, the collision detection string is written to the same slot.

29. The method of claim 28, wherein the collision detection string consists of a series of k bits, partitioned into k/3 triples of bits, each triple of bits consisting of a single bit randomly set to a 1 and the two other bits set to a 0.

30. The method of claim 24 further comprising repeating steps a) through e) for each of a plurality of documents received in a stream of documents.

* * * * *