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CHAPTER 1

Introduction

Due to their unmatched efficacy, computing devices have overrun almost every aspect of our lives, from transportation systems to power grid controls to healthcare applications. We are truly approaching the age of *ubiquitous computing*, a future envisioned by Mark Weiser [Wei91], with computing systems being inseparable from our daily lives, while simultaneously making them disappear [LY02]. However, with our ever increasing dependence on these systems, it is all the more important to ensure their reliability. Today, software defects are more than a mere annoyance — every defect exposes a potential vulnerability, which may be exploited by malicious attackers. We have already witnessed several *software horror stories* [Huc04, Neu86] that had major negative impact on our social and economic growth. And even today, we continue to discover major vulnerabilities in widely used mature software, such as the HEARTBLEED vulnerability in OPENSSL [DKA14], the SHELLSHOCK vulnerability in UNIX Bash [Inc14], the BADLOCK security flaw in SAMBDA file server [Inc16], and the GHOST vulnerability in the GNU C library (GLIBC) [Inc15].

Attempts at reasoning about software “to make sure it is correct” date back to 1949, when Alan Turing presented formal proofs for two properties of a program for computing factorials [Tur49]. *Program verification* techniques provide strong guarantees on software, by formally proving the desired properties on them: functional correctness, guaranteed termination, memory safety and so on. However, a proof for undecidability of the halting problem [Tur37], also due to Turing, essentially implies that it is impossible to design a system which automatically verifies arbitrary non-trivial properties of programs! Nevertheless,
significant progress has been made towards manual and automated solutions for helping programmers build reliable systems [DKW08, BH14]. Computer scientists have already shown remarkable achievements in building complex systems with verified guarantees, such as compilers [Ler06, MSG09], OS kernels [KEH09], and web browsers [JTL12], etc.

However, building software with proven reliability guarantees is still a niche domain for computer scientists, and remains largely unapproachable for the software development community. Several surveys since the last two decades [HS02, WLB09, Huu13, BH14] have reported that in spite of the success of technologies for formally verifying software, they are yet to see widespread adoption as a part of the conventional software development cycle. Only a few small pockets in the industrial software community, those dealing with critical systems within very specific domains, routinely use verification techniques.

A major hindrance to building reliable software is the colossal cost, both in terms of time and human effort, involved in formalizing its intended behavior [HS02, BH14]. Sections 1.1 and 1.2 provide an overview of two main approaches for ensuring reliability of software, and concretely describe the limitations of state-of-the-art techniques. The key challenge in leveraging these techniques is providing the desired program invariants: properties that always hold at certain program points for all executions. Manually constructing these invariants is not only onerous, but also highly error-prone. I propose automatically learning them, and in Section 1.3 I overview some techniques that I have developed.

1.1 Post-hoc Validation

The earliest, and most popular approach for guaranteeing the reliability of software involves validating it post-hoc, i.e. after it is built. Depending on the rigor of the validation technique, they can be classified into the two categories — (a) verification, and (b) testing — which are described in subsequent subsections.
1.1.1 Formal Verification

This class of techniques formally proves a desired property on a program, thereby providing strong guarantees on its behavior over all possible executions. The theoretical underpinnings for software verification originate from the concept of program logics, which provide a meaning to a program by viewing it as a mathematical entity. Floyd-Hoare logic [Flo67, Hoa69], and Dijkstra’s predicate transformer semantics [Dij75] provide logical frameworks for rigorously reasoning about the meaning of programs. Program logics, along with efficient decision procedures [NO79, BCD11, DB08], model checkers [CE82, CGP99, CBR01], and automated theorem provers [CAB86, Gor88, ORS92] have established the foundations for modern verification techniques [DKW08, BH14].

However, although we have achieved algorithmic breakthroughs in formal verification, the proposed techniques are quite sophisticated, and require significant investment in terms of time and effort, even for the highly-skilled. Proof assistants such as Coq [CH84, BC13], HOL [Gor88], and PVS [ORS92] require developers to write much of the correctness proofs for their implementation, which can be machine-verified. While some existing technologies, such as Spec# [BLS04], VCC [DMS09], Dafny [Lei10], and Why3 [BFM11], alleviate this by automating the proof generation, they still require the developer to furnish the following two key requirements for verification:

- **A formal specification** detailing the intended behavior precisely, in terms of desired invariants over the expected inputs, and the output. Constructing an accurate specification is quite burdensome, even for experts. As pointed out in a recent study [HS02], “crafting a correct specification (especially one using an obscure formal system) is often much more difficult than writing the program to be proved (even one written in an obscure programming language).”

- **Inductive invariants** for reasoning about unbounded control flows in the implementation, such as loops, recursive functions, distributed protocols, etc. First proposed by Tony
Hoare [Hoa69], inductive invariants (similar to inductive hypotheses) allow for using mathematical induction in proving properties over a potentially unbounded number of executions. Providing these is even harder than writing correct specifications, since they are fundamentally implementation-dependent and require formal reasoning of the implementation along with the specification.

Both these requirements enforce invariants on the program behavior at various points in the program, which aids formal reasoning. However, existing tools offer little or no support in helping developers provide these. Besides a high competence in formal logic required to initially model them, the ever-changing requirements for real software also necessitate the ability to rapidly update them. Although there has been an increase in interest for helping developers formulate these, existing techniques are either too restrictive, or often generate low quality candidates. Sections 2.4 and 3.6 present detailed comparisons with prior art.

1.1.2 Software Testing

Naturally, due to the significant impediments in using formal verification techniques, a majority of the software development community have instead adopted software testing. Testing validates the correctness of an implementation over a small subset of the possible program executions, and therefore only provides a weak guarantee on the program behavior. Several approaches have been recently proposed to improve the coverage of tests over complex real-life programs. A particularly noteworthy approach is concolic testing [SMA05, GKS05, CDE08], which is a hybrid approach between software verification and testing.

However, the primary objective of software testing is limited to identifying bugs, rather than rigorously proving the correctness of programs. As Dijkstra has famously said [DDH72], “Program testing can be used to show the presence of bugs, but never to show their absence!”. The reader may refer to a recent survey [OR14] for details on the current trends in software testing. These techniques can complement software verification.
1.2 Correctness by Construction

An alternative to post-hoc software validation is synthesizing software that is correct by construction. The once “dream” [MW79] of computers automatically synthesizing a program from description of the desired behavior, is now getting closer to becoming a reality. “Program Synthesis is the task of discovering an executable program from user intent expressed in the form of some constraints.” [Gul10] Program synthesis approaches can also be similarly classified into two categories — (a) formal synthesis, and (b) programming by examples — based on the rigor of the technique. I overview these techniques in the following subsections.

1.2.1 Formal Synthesis

Since as early as 1980s [MW79, MW80], several techniques have been proposed for synthesizing programs from an intent expressed as a formal description of the functionality. Probably unsurprisingly, there is a strong parallel between formal verification, and formal synthesis — both require a formal specification, and inductive invariants. While a formal specification is sufficient for synthesizing loop-free programs [KMP10, JGS10], inductive invariants for loopy programs must either be manually provided [MW79, MW80, KKK13], or are implicitly expressed by constraining the structure of loops [STB06, SGF10, ABJ13]. As previously discussed in the context of formal verification, the key challenge lies in formulating the accurate specifications and inductive invariants for the desired program, which is often as hard as writing a correct implementation.

1.2.2 Programming by Examples

With the goal of addressing the difficulty in formulating a complete formal specification, there have been several recent attempts at synthesizing intended programs from incomplete specifications, such as a small set of input/output examples [CH93, Lie01, Gul11, AGK13], or more generally, an incomplete set of constraints [PG15]. These approaches, referred to as
programming by example, have achieved tremendous success and popularity, especially in the domain of data wrangling, due to their unparalleled efficiency and accuracy at many common data-processing tasks [PG16].

However, this approach suffers from similar drawbacks as software testing. Although the techniques exhibit a high accuracy at many common repetitive tasks, the synthesized program is unreliable beyond the provided examples for challenging tasks. This unreliability has been a target of much criticism recently [Wal13, MSG15]. The root cause for this, is the inevitable ambiguity in predicting the desired program. While examples are easier to provide than a full specification, they do not accurately constrain the set of possible programs.

1.3 Thesis Statement and Contributions

My thesis is that, it is possible to drastically reduce the manual effort involved in ensuring software reliability, by providing developers with automated techniques for formulating the appropriate invariants for their programs using information from concrete program executions, such as test inputs, execution traces etc. that are typically much easier to provide.

I present several such solutions in this work, all of which are guided by four key principles, which I abbreviate as the PAIR principles for designing verification systems:

- **Predictive:** proactively suggesting likely invariants
- **Adaptive:** allowing developers to extend the techniques with their domain knowledge
- **Interactive:** supporting refinement of the suggested invariants towards the desired one
- **Rigorous:** providing well-defined guarantees on the invariants, despite being speculative

The main goal of my research so far has been to help developers generate likely invariants for their programs using readily-available program-related data. Both specifications and inductive invariants essentially enforce certain invariants on the behavior at various points in the program, which are necessary to formally prove satisfaction of the desired properties over
all executions. However, formulating accurate program invariants manually is too onerous for developers, and relying on a few input/output examples, which are easy to provide, only yields weak guarantees. Inferring these invariants would not only simplify the task of formally verifying their implementation, but also allow for more accurate synthesis of the desired programs. Figure 1.1 positions my contributions with respect to the state of the art.

During my doctoral program, I have made significant progress on the proposed goals. In this thesis, I present three techniques based on the PAIR principles, instantiated as PIE and LOOPINVGEN [PSM16] and FLASHPROFILE [PJP18], which suggest program invariants from a set of tests, or program inputs respectively.

**Chapter 2** Learning Program Invariants from Test Executions [PSM16]

In this chapter, I present a technique for learning likely program invariants from a set of test executions. This approach can be used for inferring both likely specifications and inductive invariants. I demonstrate that this technique finds errors in documented specifications for OCaml library functions, and allows for a more expressive and less onerous form of automated program verification.
Chapter 3)  *Learning Input Specifications from Sample Inputs* [PJP18]

I present a technique for learning input specifications for large-scale data analysis programs. These specifications capture syntactic patterns in the provided input data and succinctly summarize them in form of a *data profile*. A profile is useful for identifying the input formats to be handled, when writing (or synthesizing) data processing applications that deal with large real-life datasets. I demonstrate that availability of data profiles enable improvements in PBE-based synthesizers, which traditionally only relied on input/output examples.

Chapter 4)  *Mitigating Overfitting in Synthesis-based Learning* [PMN19]

I demonstrate that existing example-driven synthesis techniques are prone to *overfitting* — they explain the given data well, but do not generalize well beyond it. I present a formal notion of overfitting for the example-driven program synthesis setting, and prove that overfitting is inevitable in program synthesis. I propose two mitigation techniques, inspired by existing techniques in machine learning literature, and show that they significantly improve the state-of-the-art synthesizers.
CHAPTER 2

Learning Program Invariants

In this chapter I extend the data-driven paradigm for precondition inference: given a piece of code $C$ along with a predicate $Q$, the goal is to produce a predicate $P$ whose satisfaction on entry to $C$ is sufficient to ensure that $Q$ holds after $C$ is executed. Data-driven approaches to precondition inference [SCI08, GDV15] employ a machine learning algorithm to separate a set of “good” test inputs (which cause $Q$ to be satisfied) from a set of “bad” ones (which cause $Q$ to be falsified). Therefore, these techniques are quite general: they can infer candidate preconditions regardless of the complexity of $C$ and $Q$, which must simply be executable.

A key limitation of existing data-driven inference algorithms, however, is the need to provide a set of features, which are predicates over the inputs to $C$ (e.g. $x > 0$). The learner then searches for a boolean combination of these features that separates the set $G$ of “good” inputs from the set $B$ of “bad” inputs. Existing data-driven precondition inference approaches [SCI08, GDV15] require a fixed set of features to be specified in advance. If these features are not sufficient to separate $G$ and $B$, the approaches must either (a) fail to produce a precondition, (b) produce a precondition that is insufficient (satisfying some “bad” inputs), or (c) produce a precondition that is overly strong (falsifying some “good” inputs).

In contrast, I show how to iteratively learn useful features on demand as part of the precondition inference process, thereby eliminating the problem of feature selection. I have implemented this approach in a tool called PIE (Precondition Inference Engine). Suppose that at some point PIE has produced a set $F$ of features that is not sufficient to separate $G$ and $B$. Observe that in this case there must be at least one pair of tests that conflict: the
tests have identical valuations to the features in $F$ but one test is in $G$ and the other is in $B$. This leads to a clear criterion for feature learning: the goal is to learn a new feature to add to $F$ that resolves a given set of conflicts. PIE employs a form of search-based program synthesis [STB06, SGF10, AGK13] for this purpose, since it can automatically synthesize rich expressions over arbitrary data types. Once all conflicts are resolved in this manner, the boolean learner is guaranteed to produce a precondition that is both sufficient and necessary for the given set of tests.

In addition to making data-driven precondition inference less onerous and more expressive, the feature learning approach naturally applies to other forms of data-driven invariant inference that employ positive and negative examples. To demonstrate this, I have built a novel data-driven algorithm, named LOOPINVGEN, for inferring provably correct loop invariants. LOOPINVGEN uses PIE as a subroutine to generate candidate invariants, thereby learning features on demand through conflict resolution. In contrast, all prior data-driven loop invariant inference techniques require a fixed set or template of features to be specified in advance [GLM14, GNM16, SGH13b, SA14, JKW10, KJD10].

I have implemented PIE for OCaml libraries and LOOPINVGEN for C++ programs. I use these implementations to show and evaluate two distinct uses cases for PIE.¹

First, PIE can be used in the “black box” setting to aid programmer understanding of third-party code. For example, suppose a programmer wants to understand the conditions under which a given library function throws an exception. PIE can automatically produce a likely precondition for an exception to be thrown, which is guaranteed to be both sufficient and necessary over the set of test inputs that were considered. I evaluate this use case by inferring likely preconditions for the functions in several widely used OCaml libraries. The inferred preconditions match the English documentation in the vast majority of cases and in two cases identify behaviors that are absent from the documentation.

¹ PIE is now exposed as a library within LOOPINVGEN: https://github.com/SaswatPadhi/LoopInvGen. The original benchmarks and results are still available at https://github.com/SaswatPadhi/PIE.
Second, PIE-based loop invariant inference can be used in the “white box” setting, in conjunction with the standard weakest precondition computation [DDD76], to automatically verify that a program meets its specification. My C++ implementation is able to automatically verify several benchmark programs used in the evaluation of three recent approaches to loop invariant inference [DDL13, SA14, GNM16]. These programs require loop invariants involving both linear and non-linear arithmetic as well as operations on strings. The only prior techniques that have demonstrated such generality require a fixed set or template of features to be specified in advance.

The rest of the chapter is structured as follows. Section 2.1 overviews PIE and LOOPINVGEN informally by example, and Section 2.2 describes these algorithms precisely. Section 2.3 presents an extensive experimental evaluation, and Section 2.4 compares the presented techniques with prior work in this area.

2.1 Overview

This section describes PIE through a running example. The \texttt{sub} function in the \texttt{String} module of the OCaml standard library takes a string \texttt{s} and two integers \texttt{i1} and \texttt{i2} and returns a substring of the original one. A caller of \texttt{sub} must provide appropriate arguments for a crash-free execution, or else an \texttt{Invalid_argument} exception is raised. PIE can be used to automatically infer a predicate that characterizes the set of valid arguments.

My OCaml implementation of precondition inference using PIE takes three inputs: a function \( f \) of type \( 'a \rightarrow 'b \); a set \( T \) of test inputs of type \( 'a \), which can be generated using any desired method; and a postcondition \( Q \), which is simply a function of type \( 'a \rightarrow 'b \) \texttt{result} \rightarrow \texttt{bool} \). A \texttt{‘b result} either has the form \texttt{Ok v} where \( v \) is the result value of type \texttt{'b} from \( f \), or \texttt{Exn e} where \( e \) is the exception thrown by \( f \). By executing \( f \) on each test input in \( T \) to obtain a result and then executing \( Q \) on each input-result pair, \( T \) is partitioned into a set \( G \) of “good” inputs that cause \( Q \) to be satisfied and a set \( B \) of “bad” inputs that
cause \( Q \) to be falsified. Finally, PIE is given the sets \( G \) and \( B \), with the goal to produce a predicate that separates them. In this running example, the function \( f \) is \texttt{String.sub} and the postcondition \( Q \) is the following:

\[
\text{fun arg res ->}
\begin{array}{l}
\quad \text{match res with} \\
\quad | \text{Exn (Invalid}\_\text{argument } _) \rightarrow \text{false} \\
\quad | \_ \rightarrow \text{true}
\end{array}
\]

As I show in Section 2.3, when given many random inputs generated by the \texttt{qcheck} library,\(^2\) PIE-based precondition inference can automatically produce the following precondition for \texttt{String.sub} to terminate normally:

\[
i_1 \geq 0 \land i_2 \geq 0 \land i_1 + i_2 \leq (\text{length } s)
\]

Though in this running example the precondition is conjunctive, PIE infers arbitrary conjunctive normal form (CNF) formulas. For example, if the postcondition above is negated, \textit{i.e.} to detect an \texttt{Invalid\_argument} exception, then PIE will produce the following complementary precondition:

\[
i_1 < 0 \lor i_2 < 0 \lor i_1 + i_2 > (\text{length } s)
\]

### 2.1.1 Data-Driven Precondition Inference

This subsection reviews the data-driven approach to precondition inference [SCI08, GDV15] in the context of PIE. For purposes of this running example, assume that we are given only the eight test inputs for \texttt{sub} that are listed in the first column of Figure 2.1. The induced set \( G \) of “good” inputs that cause \texttt{String.sub} to terminate normally and set \( B \) of “bad” inputs that cause \texttt{sub} to raise an exception are shown in the last column of the figure.

\(^2\) \url{https://github.com/c-cube/qcheck}
<table>
<thead>
<tr>
<th>Tests</th>
<th>Features</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&quot;pie&quot;, 0, 0)</td>
<td>F</td>
<td>G</td>
</tr>
<tr>
<td>(&quot;pie&quot;, 0, 1)</td>
<td>F</td>
<td>G</td>
</tr>
<tr>
<td>(&quot;pie&quot;, 1, 0)</td>
<td>F</td>
<td>G</td>
</tr>
<tr>
<td>(&quot;pie&quot;, 1, 1)</td>
<td>F</td>
<td>G</td>
</tr>
<tr>
<td>(&quot;pie&quot;, -1, 0)</td>
<td>T</td>
<td>B</td>
</tr>
<tr>
<td>(&quot;pie&quot;, 1, -1)</td>
<td>F</td>
<td>B</td>
</tr>
<tr>
<td>(&quot;pie&quot;, 1, 3)</td>
<td>F</td>
<td>B</td>
</tr>
<tr>
<td>(&quot;pie&quot;, 2, 2)</td>
<td>F</td>
<td>B</td>
</tr>
</tbody>
</table>

**Figure 2.1:** An example of data-driven precondition inference.

Like prior data-driven approaches, PIE separates \( G \) and \( B \) by reduction to the problem of *learning a boolean formula from examples* [SCI08, GDV15]. This reduction requires a set of *features*, which are predicates on the program inputs that will be used as building blocks for the inferred precondition. As detailed later, PIE’s key innovation is the ability to automatically learn features on demand, although PIE also allows users to provide an optional initial set of features.

Suppose that PIE is given the four features shown along the top row of **Figure 2.1**. Then each test input induces a *feature vector* of boolean values that results from evaluating each feature on that input. For example, the first test induces the feature vector \(<F, F, F, F>\). Each feature vector is now interpreted as an assignment to a set of four boolean variables, and the goal is to learn a propositional formula over these variables that satisfies all feature vectors from \( G \) and falsifies all feature vectors from \( B \).

There are many algorithms for learning boolean formulas by example. PIE uses a simple but effective *probably approximately correct* (PAC) algorithm that can learn an arbitrary conjunctive normal form (CNF) formula and is biased toward small formulas [KVV94]. The resulting precondition is guaranteed to be both sufficient and necessary for the given test inputs, but there are no guarantees for other inputs.
2.1.2 Feature Learning via Program Synthesis

At this point in the running example, there is a problem: there is no boolean function on the current set of features that is consistent with the given examples! This situation occurs exactly when two test inputs conflict: they induce identical feature vectors, but one test is in $G$ while the other is in $B$. For example, in Figure 2.1 the tests \(\text{("pie",1,1)} \) and \(\text{("pie",1,3)} \) conflict; therefore no boolean function over the given features can distinguish between them.

Prior data-driven approaches to precondition inference require a fixed set of features to be specified in advance. Therefore, whenever two tests conflict they must produce a precondition that violates at least one test. The approach of Sankaranarayanan et al. [SCI08] learns a decision tree using the ID3 algorithm [Qui86], which minimizes the total number of misclassified tests. The approach of Gehr et al. [GDV15] strives to produce sufficient preconditions and so returns a precondition that falsifies all “bad” tests while minimizing the misclassification of “good” tests.

In the running example, both prior approaches will produce a predicate equivalent to the following one, which misclassifies one “good” test:

\[
!(i_1 < 0) \&\& !(i_2 < 0) \&\& !(i_1 > 0) \&\& (i_2 > 0)
\]

This precondition captures the actual lower-bound requirements on $i_1$ and $i_2$. However, it includes an upper-bound requirement that is both overly restrictive, requiring at least one of $i_1$ and $i_2$ to be zero, and insufficient (for some unobserved inputs), since it is satisfied by erroneous inputs such as \(\text{("pie",0,5)} \). Further, using more tests does not help. On a test suite with full coverage of the possible “good” and “bad” feature vectors, an approach that falsifies all “bad” tests must require both $i_1$ and $i_2$ to be zero, obtaining sufficiency but ruling out almost all “good” inputs. The ID3 algorithm will produce a decision tree that is larger than the original one, due to the need for more case splits over the features, and this tree will be either overly restrictive, insufficient, or both.
In contrast to these approaches, PIE uses a form of automatic feature learning, which augments the set of features in a targeted manner on demand. The key idea is to leverage the fact that there is a clear criterion for new features — they must resolve conflicts. Therefore, PIE first generates new features to resolve any conflicts, and it then uses the approach described in Section 2.1.1 to produce a precondition that is consistent with all tests.

Let a conflict group be a set of tests that induce the same feature vector and that participate in a conflict (i.e. at least one test is in $G$ and one is in $B$). PIE’s feature learner uses a form of search-based program synthesis [AGK13, FCD15] to generate a feature that resolves all conflicts in a given conflict group. Given a set of constants and operations for each type of data in the tests, the feature learner enumerates candidate boolean expressions in order of increasing size until it finds one that separates the “good” and “bad” tests in the given conflict group. The feature learner is invoked repeatedly until all conflicts are resolved.

In Figure 2.1, three tests induce the same feature vector and participate in a conflict. Thus, the feature learner is given these three input-output examples: $((\text{"pie"},1,1), \text{T})$, $((\text{"pie"},1,3), \text{F})$, and $((\text{"pie"},2,2), \text{F})$. Various predicates are consistent with these examples, including the “right” one $i_1 + i_2 \leq \text{length } s$ and less useful ones like $i_1 + i_2 \neq 4$. However, overly specific predicates are less likely to resolve a conflict group that is sufficiently large; the small conflict group in the running example is due to the use of only eight test inputs. Further, existing synthesis engines bias against such predicates by assigning constants a larger “size” than variables [AGK13].

PIE with feature learning is strongly convergent: if there exists a predicate that separates $G$ and $B$ and is expressible in terms of the constants and operations given to the feature learner, then PIE will eventually (ignoring resource limitations) find such a predicate. PIE’s search space is limited to predicates that are expressible in the “grammar” given to the feature learner. However, each type typically has a standard set of associated operations, which can be provided once and reused across many invocations of PIE. For each such invocation, feature learning automatically searches an unbounded space of expressions in order to produce
targeted features. For example, the feature $i_1 + i_2 \leq (\text{length } s)$ for String.sub in the running example is automatically constructed from the operations $+$ and $\leq$ on integers and length on strings, obviating the need for users to manually craft this feature in advance.

The feature learning approach could itself be used to perform precondition inference in place of PIE, given all tests rather than only those that participate in a conflict. However, as detailed in Section 2.3 the separation of feature learning and boolean learning is critical for scalability. The search space for feature learning is exponential in the maximum feature size, so attempting to synthesize entire preconditions can quickly hit resource limitations. PIE avoids this problem by decomposing precondition inference into two subproblems: (a) generating rich features over arbitrary data types, and (b) generating a rich boolean structure over a fixed set of black-box features.

### 2.1.3 Feature Learning for Loop Invariant Inference

The feature learning approach also applies to other forms of data-driven invariant inference that employ positive and negative examples, and hence can have conflicts. To illustrate this, I have built a novel algorithm called LOOP_INV_GEN for inferring loop invariants that are sufficient to prove that a program meets its specification. The algorithm employs PIE as a subroutine, thereby learning features on demand as described above. In contrast, all prior data-driven loop invariant inference techniques require a fixed set or template of features to be specified in advance [GLM14, GNM16, SGH13b, SA14, JKW10, KJD10].

```cpp
string sub(string s, int i1, int i2) {
    assume(i1 >= 0 && i2 >= 0 &&
          i1+i2 <= s.length());
    int i = i1;
    string r = "";
    while (i < i1+i2) {
        assert(i >= 0 && i < s.length());
        r = r + s.at(i);
        i = i + 1;
    }
    return r;
}
```

**Figure 2.2:** A C++ implementation of sub.
To continue the running example, suppose that I have inferred a likely precondition for the \texttt{sub} function to execute without error and want to verify its correctness for the C++ implementation of \texttt{sub} shown in Figure 2.2.\footnote{Note that + is overloaded as both addition and string concatenation in C++.} As is standard, I use the function \texttt{assume}(P) to encode the precondition; executions that do not satisfy \( P \) are silently ignored. I would like to automatically prove that the assertion inside the \texttt{while} loop never fails (which implies that the subsequent access \( \texttt{s.at}(i) \) is within bounds). However, doing so requires an appropriate loop invariant to be inferred, which involves both integer and string operations. To my knowledge, the only previous technique that has been demonstrated to infer such invariants employs a random search over a fixed set of features [SA14].

In contrast, the \texttt{LoopInvGen} algorithm can infer an appropriate loop invariant without being given any features as input. The algorithm is inspired by the HOLA loop invariant inference engine, a purely static analysis that employs logical abduction via quantifier elimination to generate candidate invariants [DDL13]. \texttt{LoopInvGen} uses a similar approach but does not require the logic of invariants to support quantifier elimination and instead leverages PIE to generate candidates. HOLA’s abduction engine generates multiple candidates, and HOLA performs a backtracking search over them. PIE instead generates a single precondition, but I show how to iteratively augment the set of tests given to PIE in order to refine its result. I have implemented \texttt{LoopInvGen} for C++ programs.

The \texttt{LoopInvGen} algorithm has three main components. First, a standard program verifier \( V \) for \textit{loop-free} programs: given code \( C \) along with a precondition \( P \) and postcondition \( Q \), \( V \) generates the formula \( P \Rightarrow WP(C,Q) \), where \( WP \) denotes the weakest precondition [DDD76]. Then \( V \) checks validity of this formula by querying an SMT solver that supports the necessary logical theories, which either indicates validity or provides a counterexample.

Second, PIE and the verifier \( V \) are used to build the \texttt{VPreGen} algorithm for generating provably sufficient preconditions for loop-free programs, via counterexample-driven refine-
ment [CGJ00]. Given code $C$, a postcondition $Q$, and test sets $G$ and $B$, VPREGEN invokes PIE to generate a candidate precondition $P$. If the verifier $V$ proves the sufficiency of $P$ for $C$ and $Q$, then we terminate. Otherwise, the counterexample from the verifier is incorporated as a new test in the set $B$, and the process iterates. PIE’s feature learning automatically expands the search space of preconditions whenever a new test creates a conflict.

Finally, the LOOPINVGEN algorithm iteratively invokes VPREGEN to produce candidate loop invariants until it finds one that is sufficient to verify the given program. I illustrate LOOPINVGEN in the running example, where the inferred loop invariant $I(i, i_1, i_2, r, s)$ must satisfy the following three properties:

1. The invariant should hold when the loop is first entered:

   \[(i_1 \geq 0 \land i_2 \geq 0 \land i_1 + i_2 \leq s.\text{length}(s) \land i = i_1 \land r = "" \Rightarrow I(i, i_1, i_2, r, s)\]

2. The invariant should be inductive:

   \[I(i, i_1, i_2, r, s) \land i < i_1 + i_2 \Rightarrow I(i+1, i_1, i_2, r + s.\text{at}(i), s)\]

3. The invariant should be strong enough to prove the assertion:

   \[I(i, i_1, i_2, r, s) \land i < i_1 + i_2 \Rightarrow 0 \leq i < s.\text{length}(s)\]

My example involves both linear arithmetic and string operations, so the program verifier $V$ must use an SMT solver that supports both theories, such as Z3-STR [ZZG13] or CVC4 [LRT14].

To generate an invariant satisfying the above properties, LOOPINVGEN first asks VPREGEN to find a precondition to ensure that the assertion will not fail in the following program, which represents the third constraint above:
assume(i < i1 + i2);
assert(0 <= i && i < s.length());

Given a sufficiently large set of test inputs, VPreGen generates the following precondition, which is simply a restatement of the assertion itself:

\[ 0 <= i && i < s.length() \]

While this \textit{candidate} invariant is guaranteed to satisfy the third constraint, an SMT solver can show that it is not inductive. Therefore VPreGen is used again to iteratively strengthen the candidate invariant until it is inductive. For example, in the first iteration, VPreGen is asked to infer a precondition to ensure that the assertion will not fail in the following program:

\begin{verbatim}
assume(0 <= i && i < s.length());
assume(i < i1 + i2);
r = r + s.at(i);
i = i+1;
assert(0 <= i && i < s.length());
\end{verbatim}

This program corresponds to the second constraint above, but with \( I \) replaced by the current candidate invariant. VPreGen generates the precondition \( i1+i2 <= s.length() \) for this program, which is conjoined to the current candidate to obtain a new candidate invariant:

\[ 0 <= i && i < s.length() && i1+i2 <= s.length() \]

This candidate is inductive, so the iteration stops.

Finally, the verifier is asked if the candidate satisfies the first constraint above. In this case it does, so a valid loop invariant has been found, thereby proving that the code’s assertion will never fail. If instead the verifier provides a counterexample, then this counterexample is incorporated as a new test input and the entire process of finding a loop invariant restarts.
2.2 Algorithms

In this section I describe data-driven precondition inference and loop invariant inference algorithms in more detail.

2.2.1 Precondition Inference

Figure 2.3 presents the algorithm for precondition generation using PIE, which I call PREGEN. We are given a code snippet $C$, which is assumed not to make any internal non-deterministic choices, and a postcondition $Q$, such as an assertion. We are also given a set of test inputs $T$ for $C$, which can be generated by any means, for example a fuzzer, a symbolic execution engine, or manually written unit tests. The goal is to infer a precondition $P$ such that the execution of $C$ results in a state satisfying $Q$ if and only if it begins from a state satisfying $P$. In other words, we require a predicate $P$ that satisfies the Hoare triple $\{P\}C\{Q\}$. PREGEN guarantees that $P$ will be both sufficient and necessary on the given set of tests $T$ but makes no guarantees for other inputs.

The function $\text{partitionTests}$ in Figure 2.3 executes the tests in $T$ in order to partition them into a sequence $G$ of “good” tests, which cause $C$ to terminate in a state that satisfies $Q$, and a sequence $B$ of “bad” tests, which cause $C$ to terminate in a state that falsifies $Q$ (line 1). The precondition is then obtained by invoking PIE, which is discussed next.

Figure 2.4 describes the overall structure of PIE, which returns a predicate that is consistent with the given set of tests. The initial set $F$ of features is empty, though my implementation optionally accepts an initial set of features from the user (not shown in the
Regardless, PIE then iteratively performs the loop on lines 2 – 9. First it creates a feature vector for each test in $G$ and $B$ (lines 3 and 4). The $i^{th}$ element of the sequence $V^+$ is a sequence that stores the valuation of the features on the $i^{th}$ test in $G$. Formally, $V^+ = \text{MAKEFV}(F, G) \iff \forall i, j. (V^+_i)_j = F_j(G_i)$. Here I use the notation $S_k$ to denote the $k^{th}$ element of the sequence $S$, and $F_j(G_i)$ denotes the boolean result of evaluating feature $F_j$ on test $G_i$. $V^-$ is created in an analogous manner given the set $B$.

A feature vector $v$ is said to be a conflict if it appears in both $V^+$ and $V^-$, i.e. $\exists i, j. V^+_i = V^-_j = v$. The function GETCONFLICT returns None if there are no conflicts. Otherwise it selects one conflicting feature vector $v$ and returns a pair of sets $X = (X^+, X^-)$, where $X^+$ is a subset of $G$ whose associated feature vector is $v$ and $X^-$ is a subset of $B$ whose associated feature vector is $v$. Next PIE invokes the feature learner on $X$, which uses a form of program synthesis to produce a new feature $f$ such that $\forall t \in X^+. f(t)$ and $\forall t \in X^- . \neg f(t)$. This new feature is added to the set $F$ of features, thus resolving the conflict.

The above process iterates, identifying and resolving conflicts until there are no more. PIE then invokes the function BOOLLEARN, which learns a propositional formula $\phi$ over $|F|$ variables such that $\forall v \in V^+. \phi(v)$ and $\forall v \in V^- . \neg \phi(v)$. Finally, the precondition is created by substituting each feature for its corresponding boolean variable in $\phi$. 

**Figure 2.4:** The core PIE algorithm.
Discussion  Before describing the algorithms for feature learning and boolean learning, note some important aspects of the overall algorithm. First, like prior data-driven approaches, PREGEN and PIE are very general. The only requirement on the code $C$ in Figure 2.3 is that it be executable, in order to partition $T$ into the sets $G$ and $B$. The code itself is not even an argument to the function PIE. Therefore, PREGEN can infer preconditions for any code, regardless of how complex it is. For example, the code can use idioms that are hard for automated constraint solvers to analyze, such as non-linear arithmetic, intricate heap structures with complex sharing patterns, reflection, and native code. Indeed, the source code itself need not even be available. The postcondition $Q$ similarly must simply be executable and so can be arbitrarily complex.

Second, PIE can be viewed as a hybrid of two forms of precondition inference. Prior data-driven approaches to precondition inference \cite{SCI08,GDV15} perform boolean learning but lack feature learning, which limits their expressiveness and accuracy. On the other hand, a feature learner based on program synthesis \cite{STB06,SGF10,AGK13} can itself be used as a precondition inference engine without boolean learning, but the search space grows exponentially with the size of the required precondition. PIE uses feature learning only to resolve conflicts, leveraging the ability of program synthesis to generate expressive features over arbitrary data types, and then uses boolean learning to scalably infer a concise boolean structure over these features.

Due to this hybrid nature of PIE, a key parameter in the algorithm is the maximum number $c$ of conflicting tests to allow in the conflict group $X$ at line 5 in Figure 2.4. If the conflict groups are too large, then too much burden is placed on the feature learner, which limits scalability. For example, a degenerate case is when the set of features is empty, in which case all tests induce the empty feature vector and are in conflict. Therefore, if the set of conflicting tests that induce the same feature vector has a size greater than $c$, a random subset of size $c$ is chosen to provide to the feature learner. In Section 2.3 different values for $c$ are empirically evaluated.
Feature Learning  Figure 2.5 describes my approach to feature learning. The algorithm is a simplified version of the Escher program synthesis tool [AGK13], which produces functional programs from examples. Like Escher, it requires a set of operations for each type of input data, which are used as building blocks for synthesized features. By default, FeatureLearn includes operations for primitive types and for lists. For example, integer operations include \( \theta \) (a nullary operation), +, and \( \leq \), while list operations include [ ], ::, and \texttt{length}. Users can easily add their own operations, for these as well as other types of data.

Given this set of operations, FeatureLearn simply enumerates all possible features in order of the size of their abstract syntax trees. Before generating features of size \( i + 1 \), it checks whether any feature of size \( i \) completely separates the tests in \( X^+ \) and \( X^- \); if so, that feature is returned. The process can fail to find an appropriate feature, either because no such feature over the given operations exists or because resource limitations are reached; either way, this causes the PIE algorithm to fail.

Despite the simplicity of this algorithm, it works well in practice, as I show in Section 2.3. Enumerative synthesis is a good match for learning features, since it biases toward small features, which are likely to be more general than large features and so helps to prevent against overfitting. Further, the search space is significantly smaller than that of traditional program synthesis tasks, since features are simple expressions rather than arbitrary programs. For example, the algorithm does not attempt to infer control structures such as conditionals, loops, and recursion, which is a technical focus of much program-synthesis research [AGK13, FCD15].

FeatureLearn\((X^+, \text{Tests}, X^-: \text{Tests})\)

**Returns**: A feature \( f \) such that \( f(t) \) for all \( t \in X^+ \) and \( \neg f(t) \) for all \( t \in X^- \)

1: Operations \( O := \text{getOperations}() \)
2: Integer \( i := 1 \)
3: loop
4: Features \( F := \text{featuresOfSize}(i, O) \)
5: if \( \exists f \in F. (\forall t \in X^+. f(t) \wedge \forall t \in X^-. \neg f(t)) \) then
6: \( \text{return } f \)
7: \( i := i + 1 \)

**Figure 2.5**: The feature learning algorithm.
**Boolean Function Learning** I use a standard algorithm for learning a small CNF formula that is consistent with a given set of boolean feature vectors [KVV94]; it is described in Figure 2.6. Recall that a CNF formula is a conjunction of *clauses*, each of which is a disjunction of *literals*. A literal is either a propositional variable or its negation. The algorithm returns a CNF formula over a set $x_1, \ldots, x_n$ of propositional variables, where $n$ is the size of each feature vector (line 1). The algorithm first attempts to produce a 1-CNF formula (*i.e.* a conjunction), and it increments the maximum clause size $k$ iteratively until a formula is found that is consistent with all feature vectors. Since BOOLLEARN is only invoked once all conflicts have been removed (see Figure 2.4), this process is guaranteed to succeed eventually. Given a particular value of $k$, the learning algorithm first generates a set $C$ of all clauses of size $k$ or smaller over $x_1, \ldots, x_n$ (line 4), implicitly representing the conjunction of these clauses. In line 5, all clauses that are inconsistent with at least one of the “good” feature vectors (*i.e.* one of the vectors in $V^+$) are removed from $C$. A clause $c$ is inconsistent with a “good” feature vector $v$ if $v$ falsifies $c$, formally denoted as:

$$\forall 1 \leq i \leq n. (x_i \in c \Rightarrow v_i = \text{false}) \land (\neg x_i \in c \Rightarrow v_i = \text{true})$$

At line 6, $C$ is the strongest $k$-CNF formula that is consistent with all “good” feature vectors.

\[\text{BOOLLEARN}(V^+: \text{Feature Vectors}, V^-: \text{Feature Vectors})\]

**Returns:** A formula $\phi$ such that $\phi(v)$ for all $v \in V^+$ and $\neg\phi(v)$ for all $v \in V^-$

1: Integer $n := \text{size of each vector in } V^+ \text{ and } V^-$
2: Integer $k := 1$
3: loop
4: Clauses $C := \text{allClausesUpToSize}(k, n)$
5: $C := \text{filterInconsistentClauses}(C, V^+)$
6: $C := \text{greedySetCover}(C, V^-)$
7: if $C \neq \text{None}$ then return $C$
8: $k := k + 1$

**Figure 2.6:** The boolean function learning algorithm.
Finally, line 6 weakens $C$ while still falsifying all of the “bad” feature vectors (i.e. the vectors in $V^-$). In particular, the goal is to identify a minimal subset $C'$ of $C$ where for each $v \in V^-$, there exists $c \in C'$ such that $v$ falsifies $c$. This problem is equivalent to the classic minimum set cover problem, which is NP-complete. Therefore, the GREEDYSETCOVER function on line 6 uses a standard heuristic for that problem, iteratively selecting the clause that is falsified by the most “bad” feature vectors that remain, until all such feature vectors are “covered.” This process will fail to cover all “bad” feature vectors if there is no $k$-CNF formula consistent with $V^+$ and $V^-$, in which case $k$ is incremented; otherwise the resulting set $C$ is returned as the CNF formula.

Because the boolean learner treats features as black boxes, this algorithm is unaffected by their sizes. Rather, the search space is $O(n^k)$, where $n$ is the number of features and $k$ is the maximum clause size, and in practice $k$ is a small constant. Though I have found this algorithm to work well in practice, there are many other algorithms for learning boolean functions from examples. As long as they can learn arbitrary boolean formulas, then I expect that they would also suffice.

**Properties** As described above, the precondition returned by PIE is guaranteed to be both necessary and sufficient for the given set of test inputs. Furthermore, PIE is strongly convergent: if there exists a predicate that separates $G$ and $B$ and is expressible in terms of the constants and operations given to the feature learner, then PIE will eventually (ignoring resource limitations) find and return such a predicate.

To see why PIE is strongly convergent, note that FEATURELEARN (Figure 2.5) performs an exhaustive enumeration of possible features. By assumption a predicate that separates $G$ and $B$ is expressible in the language of the feature learner, and that predicate also separates any sets $X^+$ and $X^-$ of conflicting tests, since they are respectively subsets of $G$ and $B$. Therefore each call to FEATURELEARN on line 7 in Figure 2.4 will eventually succeed, reducing the number of conflicting tests and ensuring that the loop at line 2 eventually terminates. At
that point, there are no more conflicts, so there is some CNF formula over the features in $F$ that separates $G$ and $B$, and the boolean learner will eventually find it.

### 2.2.2 Loop Invariant Inference

As described in Section 2.1.3, my loop invariant inference engine relies on an algorithm VPREGEN that generates provably sufficient preconditions for loop-free code. The VPREGEN algorithm is shown in Figure 2.7. In the context of loop invariant inference (see below), VPREGEN will always be passed a set of “good” tests to use and will start with no “bad” tests, so I specialize the algorithm to that setting. The VPREGEN algorithm assumes the existence of a verifier for loop-free programs. If the verifier can prove the sufficiency of a candidate precondition $P$ generated by PIE (lines 3-4), it returns None and we are done. Otherwise the verifier returns a counterexample $t$, which has the property that $P(t)$ is true but executing $C$ on $t$ ends in a state that falsifies $Q$. Therefore $t$ is added to the set $B$ of “bad” tests and the algorithm iterate.

The LOOPINVGEN algorithm for loop invariant inference is shown in Figure 2.8. For simplicity, I restrict the presentation to code snippets of the form

$$C = \text{assume } P ; \text{ while } E \{C_{LF}\} ; \text{ assert } Q$$

**VPREGEN($C$: Code, $Q$: Predicate, $G$: Tests)**

**Returns:** A precondition $P$ such that $P(t)$ for all $t$ in $G$ and $\{P\}C\{Q\}$ holds

1: Tests $B := \{\}$
2: repeat
3: $P := \text{PIE}(G,B)$
4: $t := \text{verify}(P,C,Q)$
5: $B := B \cup \{t\}$
6: until $t = \text{None}$
7: return $P$

**Figure 2.7:** Verified precondition generation.
**LoopInvGen**($C$: Code, $T$: Tests)

**Returns:** A loop invariant that is sufficient to verify that $C$’s assertion never fails.

**Require:** $C = \text{assume } P; \text{ while } E \{C_{\text{LF}}\}; \text{ assert } Q$

1: $G := \text{loopHeadStates}(C, T)$
2: **loop**
3: \hspace{1em} $I := \text{VPreGen}([\text{assume } \neg E], Q, G)$
4: \hspace{1em} **while** $\neg\{I \land E\}C_{\text{LF}}\{I\}$ **do**
5: \hspace{2em} $I' := \text{VPreGen}([\text{assume } I \land E; C_{\text{LF}}], I, G)$
6: \hspace{2em} $I := I \land I'$
7: \hspace{1em} $t := \text{Valid}(P \Rightarrow I)$
8: \hspace{1em} **if** $t = \text{None}$ **then return** $I$
9: \hspace{1em} $G := G \cup \text{loopHeadStates}(C, \{t\})$

**Figure 2.8:** Loop invariant inference using PIE.

where $C_{\text{LF}}$ is loop-free. My implementation also handles code with multiple and nested loops, by iteratively inferring invariants for each loop encountered in a backward traversal of the program’s control-flow graph.

The goal of **LoopInvGen** is to infer a loop invariant $I$ which is sufficient to prove that the Hoare triple \{P\}(while $E\{C_{\text{LF}}\}\{Q\}$ is valid. In other words, the invariant $I$ must satisfy the following three constraints:

\[
P \Rightarrow I
\]

\[
\{I \land E\} \quad C_{\text{LF}} \quad \{I\}
\]

\[
I \land \neg E \Rightarrow Q
\]

Given a test suite $T$ for $C$, **LoopInvGen** first generates a set of tests for the loop by logging the program state every time the loop head is reached (line 1). In other words, if $\bar{E}$
denotes the set of program variables the following instrumented version of $C$ is executed on each test in $T$:

\[
\text{assume } P \land \log \bar{x} ; \text{while } E \{ C_{LF} \land \log \bar{x} \} ; \text{assert } Q
\]

If the Hoare triple $\{P\}(\text{while } E{C_{LF}}){\{Q\}}$ is valid, then all test executions are guaranteed to pass the assertion, so all logged program states will belong to the set $G$ of passing tests. If a test fails the assertion then no valid loop invariant exists, and the algorithm aborts (not shown in the figure).

With this new set $G$ of tests, LOOPINVGEN first generates a candidate invariant that meets the third constraint above by invoking VPREGEN on line 3. The inner loop (lines 4-7) then strengthens $I$ until the second constraint is met. If the generated candidate also satisfies the first constraint (line 8), then a sufficient invariant has been found. Otherwise a counterexample $t$ satisfying $P \land \neg I$ is obtained, which is used to collect new program states as additional tests (line 12), and the process iterates. The verifier for loop-free code is used on lines 3 (inside VPREGEN), 4 (to check the Hoare triple), and 5 (inside VPREGEN), and the underlying SMT solver is used on line 8 (the validity check).

Note the interplay of strengthening and weakening in the LOOPINVGEN algorithm. Each iteration of the inner loop strengthens the candidate invariant until it is inductive. However, each iteration of the outer loop uses a larger set $G$ of passing tests. Because PIE is guaranteed to return a precondition that is consistent with all tests, the larger set $G$ has the effect of weakening the candidate invariant. In other words, candidates get strengthened, but if they become stronger than $P$ in the process then they will be weakened in the next iteration of the outer loop.

**Properties** Both the VPREGEN and LOOPINVGEN algorithms are sound: VPREGEN($C$, $Q$, $G$) returns a precondition $P$ such that $\{P\}C\{Q\}$ holds, and LOOPINVGEN($C$, $T$) returns
a loop invariant $I$ that is sufficient to prove that $\{P\} \{\text{while } E \{C_{LF}\}\} \{Q\}$ holds, where $C = \text{assume } P ; \ \text{while } E \{C_{LF}\} ; \ \text{assert } Q$. However, neither algorithm is guaranteed to return the weakest such predicate.

$\text{VPreGen}(C, Q, G)$ is strongly convergent: if there exists a precondition $P$ that is expressible in the language of the feature learner such that $\{P\} C \{Q\}$ holds and $P(t)$ holds for each $t \in G$, then $\text{VPreGen}$ will eventually find such a precondition.

To see why, first note that by assumption each test in $G$ satisfies $P$, and since $\{P\} C \{Q\}$ holds, each test that will be put in $B$ at line 5 in Figure 2.7 falsifies $P$ (since each such test causes $Q$ to be falsified). Therefore $P$ is a separator for $G$ and $B$, so each call to PIE at line 3 terminates due to the strong convergence result described earlier. Suppose $P$ has size $s$. Then each call to PIE from $\text{VPreGen}$ will generate features of size at most $s$, since $P$ itself is a valid separator for any set of conflicts. Further, each call to PIE produces a logically distinct precondition candidate, since each call includes a new test in $B$ that is inconsistent with the previous candidate. Since the feature learner has a finite number of operations for each type of data, there are a finite number of features of size at most $s$ and so also a finite number of logically distinct boolean functions in terms of such features. Hence eventually $P$ or another sufficient precondition will be found.

$\text{LoopInvGen}$ is not strongly convergent: it can fail to terminate even when an expressible loop invariant exists. First, the iterative strengthening loop (lines 4-7 of Figure 2.8) can generate a $\text{VPreGen}$ query that has no expressible solution, causing $\text{VPreGen}$ to diverge. Second, an adversarial sequence of counterexamples from the SMT solver (line 9 of Figure 2.8) can cause $\text{LoopInvGen}$’s outer loop to diverge. Nonetheless, my experimental results below indicate that the algorithm performs well in practice.
2.3 Evaluation

I have evaluated PIE’s ability to infer preconditions for black-box OCaml functions and LOOPINVGEN’s ability to infer sufficient loop invariants for verifying C++ programs.

2.3.1 Precondition Inference

**Experimental Setup** I have implemented the PREGEN algorithm described in Figure 2.3 in OCaml. I use PREGEN to infer preconditions for all of the first-order functions in three OCaml modules: List and String from the standard library, and BatAvlTree from the widely used batteries library. My test generator and feature learner do not handle higher-order functions. For each function, I generate preconditions under which it raises an exception. Further, for functions that return a list, string, or tree, I generate preconditions under which the result value is empty when it returns normally. Similarly, for functions that return an integer (boolean) I generate preconditions under which the result value is 0 (false) when the function returns normally. A recent study finds that roughly 75% of manually written specifications are predicates like these, which relate to the presence or absence of data [SDC14].

For feature learning I use a simplified version of the Escher program synthesis tool [AGK13] that follows the algorithm described in Figure 2.5. Escher already supports operations on primitive types and lists; I augment it with operations for strings (e.g. get, has, sub) and AVL trees (e.g. left_branch, right_branch, height). For the set T of tests, I generate random inputs of the right type using the qcheck OCaml library. Analogous to the small scope hypothesis [Jac12], which says that “small inputs” can expose a high proportion of program errors, I find that generating many random tests over a small domain exposes a wide range of program behaviors. For my tests I generate random integers in the range [−4, 4], lists of length at most 5, trees of height at most 5 and strings of length at most 12.

---

4 http://batteriesforge.ocamlcore.org
In total I attempt to infer preconditions for 101 function-postcondition pairs. Each attempt starts with no initial features and is allowed to run for at most one hour and use up to 8 GB of memory. Two key parameters to my algorithm are the number of tests to use and the maximum size of conflict groups to provide the feature learner. Empirically I have found 6400 tests and conflict groups of maximum size 16 to provide good results (see below for an evaluation of other values of these parameters).

Results Under the configuration described above, PREGEN generates correct preconditions in 87 out of 101 cases. By “correct” I mean that the precondition fully matches the English documentation, and possibly captures actual behaviors not reflected in that documentation. The latter happens for two BatAvlTree functions: the documentation does not mention that split_leftmost and split_rightmost will raise an exception when passed an empty tree.

Table 2.1 shows some of the more interesting preconditions that PREGEN inferred, along with the number of synthesized features for each. For example, it infers an accurate precondition for String.index_from(s, i, c), which returns the index of the first occurrence of character c in string s after position i, through a rich boolean combination of arithmetic and string functions. As another example, PREGEN automatically discovers the definition of a balanced tree, since BatAvlTree.create throws an exception if the resulting tree is not balanced. Prior approaches to precondition inference [SCI08, GDV15] can only capture these preconditions if they are provided with exactly the right features (e.g. height(t1) > (height(t2) + 1)) in advance, while PREGEN learns the necessary features on demand.

The 14 cases that either failed due to time or memory limits or that produce an incorrect or incomplete precondition were of three main types. The majority (10 out of 14) require universally quantified features, which are not supported by my feature learner. For example, List.flatten(l) returns an empty list when each of the inner lists of l is empty. In a few cases the inferred precondition is incomplete due to my use of small integers as test inputs. For example, I do not infer that String.make(i, c) throws an exception if i is greater
<table>
<thead>
<tr>
<th>Case</th>
<th>Postcondition</th>
<th>Learned Features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>String module functions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>set(s, i, c)</code></td>
<td>throws exception $(i &lt; 0) \lor (\text{len}(s) \leq i)$</td>
<td>3</td>
</tr>
<tr>
<td><code>sub(s, i_1, i_2)</code></td>
<td>throws exception $(i_1 &lt; 0) \lor (i_2 &lt; 0) \lor (i_1 &gt; \text{len}(s) - i_2)$</td>
<td>3</td>
</tr>
<tr>
<td><code>index(s, c)</code></td>
<td>result = 0</td>
<td>2</td>
</tr>
<tr>
<td><code>index_from(s, i, c)</code></td>
<td>throws exception $(i &lt; 0) \lor (i &gt; \text{len}(s)) \lor \neg \text{has(sub(s, i, \text{len}(s) - i), c)}$</td>
<td>4</td>
</tr>
<tr>
<td><strong>List module functions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>nth(l, n)</code></td>
<td>throws exception $(0 &gt; n) \lor (n \geq \text{len}(l))$</td>
<td>2</td>
</tr>
<tr>
<td><code>append(l_1, l_2)</code></td>
<td>empty(result)</td>
<td>2</td>
</tr>
<tr>
<td><strong>BatAvlTree module functions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>create (t_1, v, t_2)</code></td>
<td>throws exception height$(t_1) &gt; (\text{height}(t_2) + 1) \lor \text{height}(t_2) &gt; (\text{height}(t_1) + 1)$</td>
<td>6</td>
</tr>
<tr>
<td><code>concat(t_1, t_2)</code></td>
<td>empty(result)</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.1: A sample of inferred preconditions for OCaml library functions.
than `Sys.max_string_length`. Finally, a few cases produce erroneous specifications for list functions that employ physical equality, e.g. `List.memq`. My tests for lists only use primitives as elements, so they cannot distinguish physical from structural equality.

**Configuration Parameter Sensitivity** I also evaluated PIE’s sensitivity to the number of tests and the maximum conflict group size. The left plot in Figure 2.9 shows the results with varied numbers of tests (and conflict group size of 16). In general, the more tests I use, the more correct my results. However, with 12,800 tests I incur one additional case that hits resource limits due to the extra overhead involved.

The right plot in Figure 2.9 shows the results with varied conflict group sizes (and 6400 tests). On the one hand, I can give the feature learner only a single pair of conflicting tests at a time. As the figure shows, this leads to more cases hitting resource limits and producing incorrect results versus a conflict group size of 16, due to the higher likelihood of synthesizing overly specific features. On the other hand, the feature learner can be given all conflicting tests at once. When starting with no initial features, all tests are in conflict, so this strategy requires the feature learner to synthesize the entire precondition. As the figure shows, this approach hits resource limitations more often versus a conflict group size of 16.
Table 2.2: Comparison of PIE with an approach that uses eager feature learning. The size of a feature is the number of nodes in its abstract syntax tree. Each $Q_i$ indicates the $i^{th}$ quartile, computed independently for each column.

<table>
<thead>
<tr>
<th></th>
<th>Size of Features</th>
<th>Number of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PIE</td>
</tr>
<tr>
<td>Min</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>3</td>
<td>29.25</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>4</td>
<td>55</td>
</tr>
<tr>
<td>$Q_3$</td>
<td>5.25</td>
<td>541.50</td>
</tr>
<tr>
<td>Max</td>
<td>13</td>
<td>18051</td>
</tr>
<tr>
<td>Mean</td>
<td>4.54</td>
<td>1611.80</td>
</tr>
<tr>
<td>SDev</td>
<td>2.65</td>
<td>4055.50</td>
</tr>
</tbody>
</table>

For example, this approach fails to generate the preconditions for `String.index_from` and `BatAvlTree.create` shown in Table 2.1. Further, in the cases that do succeed, the average running time and memory consumption are 11.7 second and 309 MB, as compared to only 1.8 seconds and 66 MB when the conflict group size is 16.

**Comparison With Eager Feature Learning**  PIE generates features *lazily* as necessary to resolve conflicts. An alternative approach is to use Escher up front to eagerly generate every feature for a given program up to some maximum feature size $s$. These features can then simply all be passed to the boolean learner. To evaluate this approach, I instrumented PIE to count the number of candidate features that were generated by Escher each time it was called.\(^5\) For each call to PIE, the maximum such number across all calls to Escher is a lower bound, and therefore a best-case scenario, for the number of features that would need to be passed to the boolean learner in an eager approach. It is a lower bound for two

\(^5\) All candidates generated by Escher are both type-correct and exception-free, i.e., they do not throw exceptions on any test inputs.
reasons. First, we are assuming that the user can correctly guess the maximum size \( s \) of features to generate in order to produce a precondition that separates the “good” and “bad” tests. Second, Escher stops generating features as soon as it finds one that resolves the given conflicts, so in general there will be many features of size \( s \) that are not counted.

Table 2.2 shows the results for the 52 cases in my experiment above where PIE produces a correct answer and at least one feature is generated. Notably, the minimum number of features generated in the eager approach (13) is more than double the maximum number of features selected in my approach (5). Nonetheless, for functions that require only simple preconditions, eager feature learning is reasonably practical. For example, 25% of the preconditions (Min to \( Q_1 \) in the table) require 29 or fewer features. However, the number of features generated by eager feature learning grows exponentially with their maximum size. For example, the top 25% of preconditions (from \( Q_3 \) to Max) require a minimum of 541 features to be generated and a maximum of more than 18,000. Since boolean learning is in general super-linear in the number \( n \) of features (the algorithm I use is \( O(n^k) \) where \( k \) is the maximum clause size), I expect an eager approach to hit resource limits as the preconditions become more complex.

### 2.3.2 Loop Invariants for C++ Code

I have implemented the loop invariant inference procedure described in Figure 2.8 for C++ code as a CLANG tool.\(^6\) As mentioned earlier, my implementation supports multiple and nested loops. I have also implemented a verifier for loop-free programs using the CVC4 [BCD11] and Z3-STR [ZZG13] SMT solvers, which support several logical theories including both linear and non-linear arithmetic and strings. I employ both solvers because their support for both non-linear arithmetic and strings is incomplete, causing some queries to fail to terminate. I therefore run both solvers in parallel for two minutes and fail if neither returns a result in that time.

---

\(^6\) [http://clang.llvm.org/docs/LibTooling.html](http://clang.llvm.org/docs/LibTooling.html)
<table>
<thead>
<tr>
<th>Case</th>
<th>Calls to Solvers</th>
<th>Calls to Escher</th>
<th>Sizes of Invariants</th>
<th>Analysis Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>7</td>
<td>3</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>02</td>
<td>43</td>
<td>17</td>
<td>15</td>
<td>27</td>
</tr>
<tr>
<td>03</td>
<td>31</td>
<td>22</td>
<td>3,7,15</td>
<td>46</td>
</tr>
<tr>
<td>04</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>05</td>
<td>7</td>
<td>3</td>
<td>11</td>
<td>23</td>
</tr>
<tr>
<td>06</td>
<td>51</td>
<td>26</td>
<td>9,9</td>
<td>54</td>
</tr>
<tr>
<td>07</td>
<td>111</td>
<td>45</td>
<td>19</td>
<td>116</td>
</tr>
<tr>
<td>08</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>09</td>
<td>27</td>
<td>18</td>
<td>3,15,7,22</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>7</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>11</td>
<td>21</td>
<td>18</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>12</td>
<td>33</td>
<td>19</td>
<td>13,15</td>
<td>45</td>
</tr>
<tr>
<td>13</td>
<td>46</td>
<td>39</td>
<td>33</td>
<td>54</td>
</tr>
<tr>
<td>14</td>
<td>9</td>
<td>9</td>
<td>31</td>
<td>22</td>
</tr>
<tr>
<td>15</td>
<td>26</td>
<td>27</td>
<td>33</td>
<td>39</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>22</td>
</tr>
<tr>
<td>17</td>
<td>22</td>
<td>17</td>
<td>15,7</td>
<td>31</td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>5</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>19</td>
<td>18</td>
<td>14</td>
<td>27</td>
<td>32</td>
</tr>
<tr>
<td>20</td>
<td>61</td>
<td>24</td>
<td>33</td>
<td>115</td>
</tr>
<tr>
<td>21</td>
<td>23</td>
<td>10</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>22</td>
<td>16</td>
<td>11</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td>23</td>
<td>10</td>
<td>7</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>24</td>
<td>29</td>
<td>19</td>
<td>1,7,11</td>
<td>40</td>
</tr>
<tr>
<td>25</td>
<td>83</td>
<td>47</td>
<td>11,19</td>
<td>142</td>
</tr>
<tr>
<td>26</td>
<td>90</td>
<td>32</td>
<td>9,9,9</td>
<td>71</td>
</tr>
<tr>
<td>27</td>
<td>32</td>
<td>20</td>
<td>7,3,7</td>
<td>44</td>
</tr>
<tr>
<td>28</td>
<td>7</td>
<td>2</td>
<td>3,3</td>
<td>20</td>
</tr>
<tr>
<td>29</td>
<td>66</td>
<td>19</td>
<td>11,11</td>
<td>47</td>
</tr>
<tr>
<td>30</td>
<td>18</td>
<td>12</td>
<td>35</td>
<td>29</td>
</tr>
<tr>
<td>31</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>32</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>33</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>34</td>
<td>30</td>
<td>20</td>
<td>37</td>
<td>25</td>
</tr>
<tr>
<td>35</td>
<td>5</td>
<td>4</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>36</td>
<td>128</td>
<td>36</td>
<td>11,15,19,11,113</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>13</td>
<td>11</td>
<td>19</td>
<td>22</td>
</tr>
<tr>
<td>38</td>
<td>44</td>
<td>38</td>
<td>29</td>
<td>36</td>
</tr>
<tr>
<td>39</td>
<td>10</td>
<td>5</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>40</td>
<td>30</td>
<td>24</td>
<td>19,17</td>
<td>40</td>
</tr>
<tr>
<td>41</td>
<td>17</td>
<td>11</td>
<td>15</td>
<td>27</td>
</tr>
<tr>
<td>42</td>
<td>25</td>
<td>15</td>
<td>50</td>
<td>37</td>
</tr>
<tr>
<td>43</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>44</td>
<td>14</td>
<td>14</td>
<td>20</td>
<td>26</td>
</tr>
<tr>
<td>45</td>
<td>60</td>
<td>33</td>
<td>11,9,9</td>
<td>64</td>
</tr>
<tr>
<td>46</td>
<td>12</td>
<td>5</td>
<td>21</td>
<td>24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>Calls to Solvers</th>
<th>Calls to Escher</th>
<th>Sizes of Invariants</th>
<th>Analysis Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>12</td>
<td>7</td>
<td>11</td>
<td>22</td>
</tr>
<tr>
<td>02</td>
<td>16</td>
<td>11</td>
<td>12</td>
<td>30</td>
</tr>
<tr>
<td>03</td>
<td>13</td>
<td>11</td>
<td>19</td>
<td>23</td>
</tr>
<tr>
<td>04</td>
<td>34</td>
<td>22</td>
<td>143</td>
<td>32</td>
</tr>
<tr>
<td>05</td>
<td>6</td>
<td>4</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>06</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>17</td>
</tr>
<tr>
<td>07</td>
<td>7</td>
<td>3</td>
<td>11</td>
<td>19</td>
</tr>
<tr>
<td>08</td>
<td>14</td>
<td>7</td>
<td>15</td>
<td>29</td>
</tr>
<tr>
<td>09</td>
<td>7</td>
<td>3</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>4</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td>11</td>
<td>32</td>
<td>18</td>
<td>13,11</td>
<td>44</td>
</tr>
<tr>
<td>12</td>
<td>31</td>
<td>35</td>
<td>55</td>
<td>42</td>
</tr>
<tr>
<td>13</td>
<td>24</td>
<td>22</td>
<td>19,11</td>
<td>31</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>13</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>15</td>
<td>29</td>
<td>18</td>
<td>1,3,11</td>
<td>40</td>
</tr>
<tr>
<td>16</td>
<td>57</td>
<td>31</td>
<td>11,19</td>
<td>74</td>
</tr>
<tr>
<td>17</td>
<td>7</td>
<td>2</td>
<td>3,3</td>
<td>19</td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>2</td>
<td>3,3</td>
<td>22</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>21</td>
<td>7</td>
<td>2</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>22</td>
<td>12</td>
<td>11</td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td>23</td>
<td>11</td>
<td>5</td>
<td>15</td>
<td>21</td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>5</td>
<td>19</td>
<td>25</td>
</tr>
<tr>
<td>25</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>26</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>27</td>
<td>19</td>
<td>12</td>
<td>7,7</td>
<td>28</td>
</tr>
<tr>
<td>28</td>
<td>16</td>
<td>14</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>29</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>30</td>
<td>41</td>
<td>21</td>
<td>38</td>
<td>32</td>
</tr>
<tr>
<td>31</td>
<td>6</td>
<td>3</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>32</td>
<td>9</td>
<td>8</td>
<td>11</td>
<td>22</td>
</tr>
<tr>
<td>33</td>
<td>6</td>
<td>2</td>
<td>7,1</td>
<td>19</td>
</tr>
<tr>
<td>34</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>35</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>37</td>
<td>25</td>
<td>19</td>
<td>15</td>
<td>41</td>
</tr>
<tr>
<td>38</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>39</td>
<td>7</td>
<td>4</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>40</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2.3: Experimental results for LoopInvGen. An invariant’s size is the number of nodes in its abstract syntax tree. The analysis time is in seconds.
I use the same implementation and configuration for PIE as in the previous experiment. To generate the tests I employ an initial set of 256 random inputs of the right type. As described in Section 2.2.2, the algorithm then captures the values of all variables whenever control reaches the loop head, and I retain at most 6400 of these states.

I evaluate my loop invariant inference engine on multiple sets of benchmarks; the results are shown in Table 2.3 and a sample of the inferred invariants is shown in Table 2.4. First, I have used LOOPINVGEN on all 46 of the benchmarks that were used to evaluate the HOLA loop invariant engine [DDL13]. These benchmarks require loop invariants that involve only the theory of linear arithmetic. Table 2.3 shows each benchmark’s name from the original benchmark set, the number of calls to the SMT solvers, the number of calls to the feature learner, the size of the generated invariant, and the running time of LOOPINVGEN in seconds. LOOPINVGEN succeeds in inferring invariants for 43 out of 46 HOLA benchmarks, including three benchmarks which HOLA’s technique cannot handle (cases 15, 19, and 34).

\[
(I:\ (b = 3i - a) \land (n > i \lor b = 3n - a))
\]

\[
(I:\ (k = 3y) \land (x = y) \land (x = z))
\]

\[
(ICE\ linear)\ dillig12
\]

\[
(I_1: (a = b) \land (t = 2s \lor flag = 0)) \quad I_2: (x \leq 2) \land (y < 5)
\]

\[
(ICE\ linear)\ sum1
\]

\[
I: (i = sn + 1) \land (sn = 0 \lor sn = n \lor n \geq i)
\]

\[
(\text{Strings})\ c
\]

\[
I: \text{has}(r, "a") \land (\text{len}(r) > i)
\]

\[
(ICE\ non-linear)\ multiply
\]

\[
I: (s = y \times j) \land (x > j \lor s = x \times y)
\]

Table 2.4: A sample of inferred invariants for C++ benchmarks.
By construction, these invariants are sufficient to ensure the correctness of the assertions in these benchmarks. The three cases on which LOOPINVGEN fails run out of memory during PIE’s CNF learning phase.

Second, I have used LOOPINVGEN on 39 of the benchmarks that were used to evaluate the ICE loop invariant engine [GNM16, GLM14]. The remaining 19 of their benchmarks cannot be evaluated with LOOPINVGEN because they use language features that my program verifier does not support, notably arrays and recursion. As shown in Table 2.3, I succeed in inferring invariants for 35 out of the 36 ICE benchmarks that require linear arithmetic. LOOPINVGEN infers the invariants fully automatically and with no initial features, while ICE requires a fixed template of features to be specified in advance. The one failing case is due to a limitation of the current implementation — I treat boolean values as integers, which causes PIE to consider many irrelevant features for such values.

I also evaluated LOOPINVGEN on the three ICE benchmarks whose invariants require non-linear arithmetic. Doing so simply required allowing the feature learner to generate non-linear features; such features were disabled for the above tests due to the SMT solvers’ limited abilities to reason about non-linear arithmetic. LOOPINVGEN was able to generate sufficient loop invariants for two out of the three benchmarks. My approach fails on the third benchmark because both SMT solvers fail to terminate on a particular query. However, this is a limitation of the solvers rather than of LOOPINVGEN; indeed, if I vary the conflict-group size, which leads to different SMT queries, then LOOPINVGEN succeeds on this benchmark.

Third, I have evaluated my approach on the four benchmarks whose invariants require both arithmetic and string operations that were used to evaluate another recent loop invariant inference engine [SA14]. As shown in Table 2.3, my approach infers loop invariants for all of these benchmarks. The prior approach [SA14] requires both a fixed set of features and a fixed boolean structure for the desired invariants, neither of which is required by my approach.

Finally, I ran all of the above experiments again, but with PIE replaced by my program-synthesis-based feature learner. This version succeeds for only 61 out of the 89 benchmarks.
Further, for the successful cases, the average running time is 567 s and 1895 MB of memory, versus 28 s and 128 MB (with 573 MB peak memory usage) for the PIE-based approach.

2.4 Related Work

I compare my work against three forms of specification inference in the literature. First, there are several existing approaches to inferring preconditions given a piece of code and a postcondition. Closest to PIE are the prior data-driven approaches. Sankaranarayanan et al. [SCI08] uses a decision-tree learner to infer preconditions from good and bad examples. Gehr et al. also uses a form of boolean learning from examples, in order to infer conditions under which two functions commute [GDV15]. As discussed in Section 2.1, the key innovation of PIE over these works is its support for on-demand feature learning, instead of requiring a fixed set of features to be specified in advance. In addition to eliminating the problem of feature selection, PIE’s feature learning ensures that the produced precondition is both sufficient and necessary for the given set of tests, which is not guaranteed by the prior approaches. Recently Astorga et al. have also proposed learning stateful preconditions (i.e. those that not only constrain primitive-type inputs but also non-primitive-type object states) [AMS19]. Their approach guarantees maximality with respect to a given test generator. Astorga et al. have also proposed a precondition learning approach [ASX18] that uses symbolic analysis. However, unlike PIE, both of these approaches use a small fixed set of features, and require white-box access to the source code.

There are also several static approaches to precondition inference. These techniques can provide provably sufficient (or provably necessary [CCF13]) preconditions. However, unlike data-driven approaches, they all require the source code to be available and statically analyzable. The standard weakest precondition computation infers preconditions for loop-free programs [DDD76]. For programs with loops, a backward symbolic analysis with search heuristics can yield preconditions [CC77a, CFS09]. Other approaches leverage properties
of particular language paradigms [Gia98], require logical theories that support quantifier elimination [Moy08, DD13], and employ counterexample-guided abstraction refinement (CE-GAR) [CGJ00] with domain-specific refinement heuristics [SK13, SS14]. Finally, some static approaches to precondition inference target specific program properties, such as predicates about the heap structure [LSR07, CDO11] or about function equivalence [KLR10].

Second, I have shown how PIE can be used to build a novel data-driven algorithm LOOPINVGEN for inferring loop invariants that are sufficient to prove that a program meets its specification. Several prior data-driven approaches exist for this problem [JKW10, KJD10, GLM14, GNM16, KPW15, SNA12, SGH13b, SA14, SSC15, GFM14]. As above, the key distinguishing feature of LOOPINVGEN relative to this work is its support for feature learning. Other than one exception [SNA12], which uses support vector machines (SVMs) [CV95] to learn new numerical features, all prior works employ a fixed set or template of features. In addition, some prior approaches can only infer restricted forms of boolean formulas [SNA12, SGH13b, SA14, SSC15], while LOOPINVGEN learns arbitrary CNF formulas. The ICE approach [GLM14] requires a set of “implication counterexamples” in addition to good and bad examples, which necessitates new algorithms for learning boolean formulas [GNM16]. In contrast, LOOPINVGEN can employ any off-the-shelf boolean function learner. Unlike LOOPINVGEN, ICE is strongly convergent [GLM14]: it restricts invariant inference to a finite set of candidate invariants that is iteratively enlarged using a dovetailing strategy that eventually covers the entire search space. Finally, several other data-driven invariant inference approaches have been proposed recently that use neural network learning [SDR18], interpolation between forward and backward reachability [LSX17], and solving the more general constrained-horn-clause (CHC) systems [END18, ZMJ18].

There are also many static approaches to invariant inference. The HOLA [DDL13] loop invariant generator is based on an algorithm for logical abduction [DD13]; I employed a similar technique to turn PIE into a loop invariant generator. HOLA requires the underlying logic of invariants to support quantifier elimination, while LOOPINVGEN has no such restriction.
Standard invariant generation tools that are based on abstract interpretation [CH78, CC77a], constraint solving [GMR09, CSS03], or probabilistic inference [GJ07] require the number of disjunctions to be specified manually. Other approaches [FL10, FR94, GR07, GSV08, SIS06, MR05, GIB12] can handle disjunctions but restrict their number via trace-based heuristics, custom built abstract domains, or widening. In contrast, LOOPINVGEN places no a priori bound on the number of disjunctions.

Third, there has been prior work on data-driven inference of specifications given only a piece of code as input. For example, DAIKON [EPG07] generates likely invariants at various points within a given program. Other work leverages DAIKON to generate candidate specifications and then uses an automatic program verifier to validate them, eliminating the ones that are not provable [NE02a, NE02b, SDC14]. As above, these approaches employ a fixed set or template of features. Unlike precondition inference and loop invariant inference, which require more information from the programmer (e.g. a postcondition), general invariant inference has no particular goal and so no notion of “good” and “bad” examples. Hence these approaches cannot obtain counterexamples to refine candidate invariants and cannot use my conflict-based approach to learn features.

Finally, the work of Cheung et al. [CSM12], like PIE, combines machine learning and program synthesis, but for a very different purpose: to provide event recommendations to users of social media. They use the SKETCH system [STB06] to generate a set of recommendation functions that each classify all test inputs, and then they employ SVMs to produce a linear combination of these functions. PIE instead uses program synthesis for feature learning, and only as necessary to resolve conflicts, and then it uses machine learning to infer boolean combinations of these features that classify all test inputs.
2.5 Applications and Extensions

Since its publication in 2016 [PSM16], this automatic on-demand feature learning approach has been shown to be useful in several other applications across many different domains.

The ALIVE-INFER work by Menendez et al. [MN17] utilizes our feature learning approach for inferring sufficient preconditions for peephole optimizations. Unlike PIE, which uses SMT-Lib [BST10] as the target language for its synthesizer, ALIVE-INFER uses the ALIVE DSL [LMN15] as the target language for preconditions. This tool has been used to improve the compiler optimization passes within the LLVM compiler infrastructure [LA04], and is being used by the LLVM developers to implement provably correct compiler optimizations.

Recent work by Barbosa et al. [BRL19] also uses an on-demand feature learning approach similar to PIE for inferring sufficient loop invariants. However, unlike our approach, which uses the PAC learning algorithm to combine features to a candidate invariant, their approach uses decision tree learning.

Beillahi et al. [BCE20] have also used PIE for formally verifying smart contracts written for blockchain systems. Their work uses SOLIDITY [Woo14b] as the target language for the synthesizer. SOLIDITY is the most widely used programming language for smart contracts that run on the ETHEREUM [Woo14a] virtual machine. They also extend PIE to work with symbolic examples in addition to concrete examples.
CHAPTER 3

Learning Input Specifications

In modern data science, most real-life datasets lack high-quality metadata — they are often incomplete, erroneous, and unstructured [DS13]. This severely impedes data analysis, even for domain experts. For instance, a merely preliminary task of data wrangling (importing, cleaning, and reshaping data) consumes 50–80% of the total analysis time [Loh14]. Prior studies show that high-quality metadata not only help users clean, understand, transform, and reason over data, but also enable advanced applications, such as compression, indexing, query optimization, and schema matching [AGN15]. Traditionally, data scientists engage in data gazing [May07] — they manually inspect small samples of data, or experiment with aggregation queries to get a bird’s-eye view of the data. Naturally, this approach does not scale to modern large-scale datasets [AGN15].

Data profiling is the process of generating small but useful metadata (typically as a succinct summary) for the data [AGN15]. In this work, I focus on syntactic profiling, i.e. learning structural patterns that summarize the data. A syntactic profile is a disjunction of regex-like patterns that describe all of the syntactic variations in the data. Each pattern succinctly describes a specific variation, and is defined by a sequence of atomic patterns or atoms, such as digits or letters.

While existing tools, such as Microsoft SQL Server Data Tools (Microsoft SSDT) [Cor17d], and Ataccama [Cor17a] allow pattern-based profiling, they generate a single profile that cannot be customized. In particular, (a) they use a small predetermined set of atoms, and
do not allow users to supply custom atoms specific to their domains, and (b) they provide little support for controlling granularity, i.e. the number of patterns in the profile.

I present a novel application of program synthesis techniques to addresses these two key issues. The implementation, FLASHPROFILE, supports custom user-defined atoms that may encapsulate arbitrary pattern-matching logic, and also allows users to interactively control the granularity of generated profiles, by providing desired bounds on the number of patterns.

**A Motivating Example** Table 3.1(a) shows a fragment of a dataset containing a set of references in various formats, and its profiles generated by ATACAM(A in Table 3.1(b)), Microsoft SSDT (in Table 3.1(c)), and the tool FLASHPROFILE (in Table 3.1(d)). Syntactic profiles expose rare variations that are hard to notice by manual inspection of the data,

\footnote{The full dataset is available at \url{https://github.com/SaswatPadhi/FlashProfileDemo/tree/master/motivating_example.json}.}
or from simple statistical properties such as distribution of string lengths. For example, Ataccama reveals a suspicious pattern “W=W”, which matches less than 0.5% of the dataset. Microsoft SSDT, however, groups this together with other less frequent patterns into a “.*” pattern. Since Microsoft SSDT does not provide a way of controlling the granularity of the profile, a user would be unable to further refine the “.*” pattern. FlashProfile shows that this pattern actually corresponds to missing entries, which read “not available”.

For this dataset, although Ataccama suggests a profile of the same granularity as from FlashProfile, the patterns in the profile are overly general. For instance, it may not be immediately obvious that the pattern W: D-N-N-L maps to ISBNs in the dataset. FlashProfile further qualifies the W (word) to the constant “ISBN”, and restricts the [N]umber patterns to D^3 (short for Digit^{×3}) and D^5, and the final [L]etter to the constant “X”.

FlashProfile also allows users familiar with their domains to define custom patterns, that cluster data in ways that are specific to the domain. For example, the two patterns for “doi” in Table 3.1(d) are vastly different — one contains letters and parentheses, whereas the other contains only digits. However, grouping them together makes the profile more readable, and helps spot outliers differing from the expected patterns. Figure 3.1(a) shows a profile suggested by FlashProfile when provided with two custom atoms: ⟨DOI⟩ and ⟨ISBN10⟩.8

8 ⟨DOI⟩ is defined as the regex 10.\d{4,9}/[-._();/:A-Z0-9a-z]+.
⟨ISBN10⟩ is defined as the regex \d-\d\d\d-\d\d\d-[0-9Xx].
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with appropriate costs. Users may refine the profile to observe more specific variations within the DOIs and ISBNs. On requesting one more pattern, FlashProfile unfolds (DOI), since the DOIs are more dissimilar to each other than ISBNs, and produces the profile shown in Figure 3.1(b).

**Key Challenges** A key barrier to allowing custom atoms is the large search space for the desirable profiles. Prior tools restrict their atoms to letters and digits, followed by simple upgrades such as sequences of digits to numbers, and letters to words. However, this simplistic approach is not effective in the presence of several overlapping atoms and complex pattern-matching semantics. Moreover, a naïve exhaustive search over all profiles is prohibitively expensive. Every substring might be generalized in multiple ways into different atoms, and the search space grows exponentially when composing patterns as sequences of atoms, and a profile as a disjunction of patterns.

One approach to classifying strings into matching patterns might be to construct decision trees or random forests [Bre01] with features based on atoms. However features are typically defined as predicates over entire strings, whereas atoms match specific substrings and may match multiple times within a string. Moreover, the location of an atomic match within a string depends on the lengths of the preceding atomic matches within that string. Therefore, this approach seems intractable since generating features based on atoms leads to an exponential blow up.

Instead, I propose to address the challenge of learning a profile by first clustering [XW05] — partitioning the dataset into syntactically similar clusters of strings and then learning a succinct pattern describing each cluster. This approach poses two key challenges: (a) efficiently learning patterns for a given cluster of strings over an arbitrary set of atomic patterns provided by the user, and (b) defining a suitable notion of pattern-based similarity for clustering, that is aware of the user-specified atoms. For instance, as I show in the motivating example (Table 3.1 and Figure 3.1), the clustering must be sensitive to the presence of (DOI) and
Traditional character-based similarity measures over strings [GF13] are ineffective for imposing a clustering that is susceptible to high-quality explanations using a given set of atoms.

**Proposed Technique** I address both the aforementioned challenges by leveraging recent advances in *inductive program synthesis* [GPS17] — an approach for learning programs from incomplete specifications, such as input-output examples for the desired program.

First, to address challenge (1), I present a novel domain-specific language (DSL) for patterns, and define a specification over a given set of strings. Users are also allowed to augment this DSL with custom atoms defined as a regex, or constant string, or a string predicate (detailed in §3.3.1) together with a *static cost* (detailed in §3.3.3). I then describe an efficient synthesis procedure for learning patterns that are consistent with the specification, and a cost function to select compact patterns that are not overly general, out of all patterns that are consistent with a given cluster of strings.

Second, the cost function for patterns induces a natural *syntactic dissimilarity measure* over strings, which is the key to addressing challenge (2). I consider two strings to be similar if both can be described by a low-cost pattern. Strings requiring overly general / complex patterns are considered dissimilar. Typical clustering algorithms require computation of all pairwise dissimilarities [XW05]. However, in contrast to standard clustering scenarios, computing dissimilarity for a pair of strings not only gives us a numeric measure, but also a pattern for them. This allows for practical performance optimizations. In particular, I present a strategy to approximate dissimilarity computations using a small set of carefully sampled patterns.

To summarize, I present a framework for syntactic profiling based on clustering, that is parameterized by a pattern learner and a cost function. Figure 3.2 outlines this interaction model. In the default mode, users simply provide their dataset. Additionally, they may control the performance vs. accuracy trade-off, define custom atoms, and provide bounds on
the number of patterns. To enable efficient refinement of profiles based on the given bounds, I construct a hierarchical clustering [XW05, Section IIB] that may be cut at a suitable height to extract the desired number of clusters.

**Evaluation** I have implemented the proposed technique as FLASHPROFILE using PROSE [Cor17e], also called FLASHMETA [PG15], a state-of-the-art inductive synthesis framework. I evaluate the technique on 75 publicly available datasets collected from online sources. Over 153 tasks, FLASHPROFILE achieves a median profiling time of 0.7s, 77% of which fall under 2s. I show a thorough analysis of the optimizations, and a comparison with state-of-the-art tools.

**Applications in PBE Systems** The benefits of syntactic profiles extend beyond data understanding. An emerging technology, programming by examples (PBE) [Lie01, GPS17], provides end users with powerful semi-automated alternatives to manual data wrangling. For instance, they may use a tool like FLASH FILL [Gul11], a popular PBE system for data transformations within Microsoft EXCEL and Azure ML Workbench [Cor17c, Cor17b]. However, a key challenge to the success of PBE is finding a representative set of examples that best discriminates the desired program from a large space of possible programs [MSG15].

---

9 Datasets are available at: [https://github.com/SaswatPadhi/FlashProfileDemo/tree/master/tests](https://github.com/SaswatPadhi/FlashProfileDemo/tree/master/tests).
Typically users provide the desired outputs over the first few entries, and Flash Fill then synthesizes the simplest generalization over them. However, this often results in incorrect programs, if the first few entries are not representative of the various formats present in the entire dataset [MSG15].

Instead, a syntactic profile can be used to select a representative set of examples from syntactically dissimilar clusters. I tested 163 scenarios where Flash Fill requires more than one input-output example to learn the desired transformation. In 80% of them, the examples belong to different syntactic clusters identified by FlashProfile. Moreover, I show that a profile-guided interaction model for Flash Fill, which I detail in §3.5, is able to complete 86% of these tasks requiring the minimum number of examples. Instead of the user having to select a representative set of examples, the dissimilarity measure allows for proactively requesting the user to provide the desired output on an entry that is most discrepant with respect to those previously provided.

In summary, I make the following major contributions:

(§3.1) I formally define syntactic profiling as a problem of clustering of strings, followed by learning a succinct pattern for each cluster.

(§3.2) I show a hierarchical clustering technique that uses pattern learning to measure dissimilarity of strings, and give performance optimizations that further exploit the learned patterns.

(§3.3) I present a novel DSL for patterns, and give an efficient synthesis procedure with a cost function for selecting desirable patterns.

(§3.4) I evaluate FlashProfile’s performance and accuracy on large real-life datasets, and provide a detailed comparison with state-of-the-art tools.

(§3.5) I present a profile-guided interaction model for Flash Fill, and show that data profiles may aid PBE systems by identifying a representative set of inputs.
3.1 Overview

I use dataset to denote a set of strings. Formally, a syntactic profile is defined as below:

**Definition 3.1 (Syntactic Profile).** Given a dataset $\mathcal{S}$ and a desired number $k$ of patterns, syntactic profiling involves learning (a) a partitioning $\mathcal{S}_1 \sqcup \ldots \sqcup \mathcal{S}_k = \mathcal{S}$, and (b) a set of patterns $\{P_1, \ldots, P_k\}$, where each $P_i$ is an expression that describes the strings in $\mathcal{S}_i$. I call the disjunction of these patterns $\tilde{P} = P_1 \lor \ldots \lor P_k$ a syntactic profile of $\mathcal{S}$, which describes all the strings in $\mathcal{S}$.

The goal of syntactic profiling is to learn a set of patterns that summarize a given dataset, but is neither too specific nor too general (to be practically useful). For example, the dataset itself is a trivial overly specific profile, whereas the regex “.*” is an overly general one. I propose a technique that leverages the following two key subcomponents to generate and rank profiles:\(^{10}\)

- a pattern learner $\mathcal{L} : 2^\mathcal{S} \to 2^\mathcal{L}$, which generates a set of patterns over an arbitrary pattern language $\mathcal{L}$, that are consistent with a given dataset.
- a cost function $\mathcal{C} : \mathcal{L} \times 2^\mathcal{S} \to \mathbb{R}_{\geq 0}$, which quantifies the suitability of an arbitrary pattern (in the same language $\mathcal{L}$) with respect to the given dataset.

Using $\mathcal{L}$ and $\mathcal{C}$, I can quantify the suitability of clustering a set of strings together. More specifically, I can define a minimization objective $\mathcal{O} : 2^\mathcal{S} \to \mathbb{R}_{\geq 0}$ that indicates an aggregate cost of a cluster. I can now define an optimal syntactic profile that minimizes $\mathcal{O}$ over a given dataset $\mathcal{S}$:

**Definition 3.2 (Optimal Syntactic Profile).** Given a dataset $\mathcal{S}$, a desired number $k$ of patterns, and access to a pattern learner $\mathcal{L}$, a cost function $\mathcal{C}$ for patterns, and a minimization objective $\mathcal{O}$ for partitions, I define: (a) the optimal partitioning $\tilde{\mathcal{S}}_{opt}$ as one that minimizes

\(^{10}\) I denote the set of strings as $\mathcal{S}$, the set of non-negative reals as $\mathbb{R}_{\geq 0}$, and the power set of a set $X$ as $2^X$. 
the objective function $O$ over all partitions, and (b) the optimal syntactic profile $\tilde{P}_{opt}$ as the disjunction of the least-cost patterns describing each partition in $\tilde{S}_{opt}$. Formally,

$$\tilde{S}_{opt} \overset{\text{def}}{=} \arg \min_{\{S_1, \ldots, S_k\}} \sum_{i=1}^{k} O(S_i) \quad \text{and} \quad \tilde{P}_{opt} \overset{\text{def}}{=} \bigvee_{S_i \in \tilde{S}_{opt}} \arg \min_{P \in \mathcal{L}(S_i)} C(P, S_i)$$

Ideally, I would define the aggregate cost of a partition as the minimum cost incurred by a pattern that describes it entirely. This is captured by $O(S_i) \overset{\text{def}}{=} \min_{P \in \mathcal{L}(S_i)} C(P, S_i)$. However, with this objective, computing the optimal partitioning $\tilde{S}_{opt}$ is intractable in general. For an arbitrary learner $\mathcal{L}$ and cost function $C$, this would require exploring all $k$-partitionings of the dataset $S$.

Instead, I use an objective that is tractable and works well in practice — the aggregate cost of a cluster is given by the maximum cost of describing any two strings belonging to the cluster, using the best possible pattern. Formally, this objective is $\tilde{O}(S_i) \overset{\text{def}}{=} \max_{x,y \in S_i} \min_{P \in \mathcal{L}(\{x,y\})} C(P, \{x,y\})$. This objective is inspired by the complete-linkage criterion [SSS48], which is widely used in clustering applications across various domains [JMF99]. To minimize $\tilde{O}$, it suffices to only compute the costs of describing (at most) $|S|^2$ pairs of strings in $S$.

I outline the main algorithm PROFILE in Figure 3.3. It is parameterized by an arbitrary learner $\mathcal{L}$ and cost function $C$. PROFILE accepts a dataset $S$, the bounds $[m, M]$ for the desired number of patterns, and a sampling factor $\theta$ that decides the efficiency vs. accuracy trade-off. It returns the generated

```java
func PROFILE(S: String[], m: Int, M: Int, \theta: Real) output: \tilde{P}, a partitioning of S with the associated patterns for each partition, s.t. m \leq |\tilde{P}| \leq M
begin
1: \tilde{P} \leftarrow \{\}
2: H \leftarrow BUILDHIERARCHY(S, M, \theta)
3: for all X \in PARTITION(H, m, M) do
4: \quad (Pattern: P, Cost: c) \leftarrow LEARNBESTPATTERN(S, P(X))
5: \quad \tilde{P} \leftarrow \tilde{P} \cup \{(Data: X, Pattern: P)\}
6: return \tilde{P}
end
```

Figure 3.3: The main profiling algorithm

\footnote{The number of ways to partition a set $S$ into $k$ non-empty subsets is given by Stirling numbers of the second kind [GKP94], $\left\{ \frac{|S|}{k} \right\}$. When $k \ll |S|$, the asymptotic value of $\left\{ \frac{|S|}{k} \right\}$ is given by $\frac{k^{|S|}}{k!}$.}
partitions paired with the least-cost patterns describing them: \( \{(S_1, P_1), \ldots, (S_k, P_k)\} \), where \( m \leq k \leq M \).

At a high level, first the dataset is partitioned using a syntactic dissimilarity measure induced by the cost of patterns. For large enough \( \theta \), all \( O(|S|^2) \) pairwise dissimilarities are computed to generate the partitioning \( \tilde{S}_{opt} \) that minimizes \( \tilde{O} \). However, many large real-life datasets have a very small number of syntactic clusters, and \( \tilde{S}_{opt} \) can be very closely approximated by sampling only a few pairwise dissimilarities. In line 1, BUILDHIERARCHY is invoked to construct a hierarchy \( H \) over \( S \) with accuracy controlled by \( \theta \). The hierarchy \( H \) is then cut at a certain height to obtain \( k \) clusters by calling PARTITION in line 2 — if \( m \neq M \), \( k \) is heuristically decided based on the quality of clusters obtained at various heights. Finally, using LEARNBESTPATTERN, a pattern \( P \) is learned for each cluster \( X \), and is added to the profile \( \tilde{P} \).

In the following subsections, I explain the two main components: (a) BUILDHIERARCHY for building a hierarchical clustering, and (b) LEARNBESTPATTERN for pattern learning.

### 3.1.1 Pattern-Specific Clustering

BUILDHIERARCHY uses an agglomerative hierarchical clustering (AHC) [XW05, Section IIB] to construct a hierarchy (also called a dendrogram) that depicts a nested grouping of the given collection of strings, based on their syntactic similarity. Figure 3.5 shows such a hierarchy over an incomplete and inconsistent dataset containing years, using the default set of atoms listed in Figure 3.4. Once constructed, a hierarchy may be split at a suitable height to extract clusters of desired granularity, which enables a natural form of refinement — supplying a desired number of clusters. In contrast,

<table>
<thead>
<tr>
<th>Lower</th>
<th>Bin</th>
</tr>
</thead>
<tbody>
<tr>
<td>[a–z]</td>
<td>[01]</td>
</tr>
<tr>
<td>Upper</td>
<td>Digit</td>
</tr>
<tr>
<td>[A–Z]</td>
<td>[0–9]</td>
</tr>
<tr>
<td>(TitleCaseWord)</td>
<td>Hex</td>
</tr>
<tr>
<td>Upper ( \diamond ) Lower</td>
<td>[a–fA–F0–9]</td>
</tr>
<tr>
<td>Alpha</td>
<td>AlphaDigit</td>
</tr>
<tr>
<td>[a–zA–Z]</td>
<td>[a–zA–Z0–9]</td>
</tr>
<tr>
<td>( _ )</td>
<td>AlphaDigitSpace</td>
</tr>
<tr>
<td>DotDash</td>
<td>Punct</td>
</tr>
<tr>
<td>[-]</td>
<td>[..?!/=]</td>
</tr>
<tr>
<td>AlphaDash</td>
<td>Symb</td>
</tr>
<tr>
<td>[a–zA–Z-]</td>
<td>[-..?!/= $#%&amp; ...]</td>
</tr>
<tr>
<td>AlphaSpace</td>
<td>Base64</td>
</tr>
<tr>
<td>[a–zA–Z\s]</td>
<td>[a–zA–Z0–9+]</td>
</tr>
</tbody>
</table>

**Figure 3.4:** Default atoms in Flash-Profile, with the corresponding regex.
Figure 3.5: A hierarchy with suggested and refined clusters: Leaf nodes represent strings, and internal nodes are labelled with patterns describing the strings below them. Atoms are concatenated using " ⇧ ".

A dashed edge denotes the absence of a pattern that describes the strings together.

Flat clustering methods like k-MEANS [Mac67] generate a fixed partitioning within the same time complexity. In Figure 3.5(b), I show a heuristically suggested split with 4 clusters, and a refined split on a request for 5 clusters. A key challenge to clustering is defining an appropriate pattern-specific measure of dissimilarity over strings, as I show below.

Example 3.1. Consider the pairs: \( p = \{ "1817", "1813?" \} \) and \( q = \{ "1817", "1907" \} \). Selecting the pair that is syntactically more similar is ambiguous, even for humans. The answer depends on the user’s application — it may make sense to either cluster homogeneous strings (containing only digits) together, or to cluster strings with a longer common prefix together.

A natural way to resolve this ambiguity is to allow users to express their application-specific preferences by providing custom atoms, and then to make the clustering algorithm sensitive to the available atoms. Therefore I desire a dissimilarity measure that incorporates

---

the user-specified atoms, and yet remains efficiently computable, since typical clustering algorithms compute dissimilarities between all pairs of strings [XW05].

**Syntactic Dissimilarity**  The key insight is to leverage program synthesis techniques to efficiently learn patterns describing a given set of strings, and induce a dissimilarity measure using the learned patterns — overly general or complex patterns indicate a high degree of syntactic dissimilarity.

In §3.2.1, I formally define the dissimilarity measure $\eta$, as the minimum cost incurred by any pattern for describing a given pair of strings, using a specified pattern learner $\mathcal{L}$ and cost function $\mathcal{C}$. I evaluate the $\eta$ measure in §3.4.1, and demonstrate that for estimating syntactic similarity it is superior to classical character-based measures [GF13], and simple machine-learned models such as random forests based on intuitive features.

**Adaptive Sampling and Approximation**  While $\eta$ captures a high-quality syntactic dissimilarity, with it, each pairwise dissimilarity computation requires learning and scoring of patterns, which may be expensive for large real datasets. To allow end users to quickly generate approximately correct profiles for large datasets, I present a two-stage sampling technique.

1. At the top-level, FlashProfile employs a **Sample–Profile–Filter** cycle: a small subset of the data is sampled, profiled, and is used to filter out data that is described by the profile.

2. While profiling each sample, the **BuildHierarchy** algorithm approximates some pairwise dissimilarities using previously seen patterns.

Users are allowed to control the degree of approximations using two optional parameters.

The key insight that, unlike typical clustering scenarios, computing dissimilarity between a pair of strings gives us more than just a measure — one also learns a pattern. This pattern
can be tested on other pairs to approximate their dissimilarity, which is typically faster than learning new patterns. The technique is inspired by counter-example guided inductive synthesis (CEGIS) [STB06]. CEGIS was extended to sub-sampling settings by Raychev et al. [RBV16], but they synthesize a single program and require the outputs for all inputs. In this work, the learned profile is a disjunction of several programs, the outputs for which over a dataset, i.e. the partitions, are unknown a priori.

Example 3.2. The pattern “PMC” ◦ Digit^7 learned for the pair {“PMC2536233”, “PMC4901429”}, also describes the string pair {“PMC4901429”, “PMC2395569”}, and may be used to accurately estimate their dissimilarity without invoking learning again.

However this sampling needs to be performed carefully for accurate approximations. Although the pattern “1” ◦ Digit^3 learned for {“1901”, “1875”}, also describes {“1872”, “1875”}, there exists another pattern “187” ◦ Digit, which indicates a much lower syntactic dissimilarity. I propose an adaptive algorithm for sampling patterns based on previously observed patterns and strings in the dataset. The sampling and approximation algorithms are detailed in §3.2.2 and §3.2.3 respectively.

3.1.2 Pattern Learning via Program Synthesis

An important aspect of the clustering-based approach to profiling, described in Section 3.1.1, is its generality. It is agnostic to the specific language L in which patterns are expressed, as long as appropriate pattern learner L and cost function C are provided for L.

```
func LearnBestPattern(L:C,L:C)(S: String[])
output: The least-cost pattern and its cost, for S
1: V ← L(S)
2: if V = {} then return (Pattern: ⊥, Cost: ∞)
3: P ← argmin_{P ∈ V} C(P, S)
4: return (Pattern: P, Cost: C(P, S))
```

Figure 3.6: Learning the best pattern for a dataset
LEARNBESTPATTERN, listed in Figure 3.6, first invokes \( \mathcal{L} \) to learn a set \( V \) of patterns each of which describes all strings in \( S \). If pattern learning fails,\(^{13}\) in line 2, the special pattern \( \bot \) is returned together with a very high cost \( \infty \). Otherwise, the pattern that has the minimum cost using \( \mathcal{C} \) w.r.t. \( S \) is returned. LEARNBESTPATTERN is used during clustering to compute pairwise dissimilarity and finally compute the least-cost patterns for clusters.

A natural approach to learning patterns is *inductive program synthesis* [GPS17], which generalizes a given specification to desired programs over a domain-specific language (DSL). I propose a rich DSL for patterns, and present an efficient inductive synthesizer for it.

**Language for Patterns** The DSL \( L_{fp} \) is designed to support efficient synthesis using existing technologies while still being able to express rich patterns for practical applications. A pattern is an arbitrary sequence of atomic patterns (atoms), each containing low-level logic for matching a sequence of characters. A pattern \( P \in L_{fp} \) describes a string \( s \), i.e. \( P(s) = \text{true} \), iff the atoms in \( P \) match contiguous non-empty substrings of \( s \), ultimately matching \( s \) in its entirety. FLASHPROFILE uses a default set of atoms listed in Figure 3.4, which may be augmented with new regular expressions, constant strings, or ad hoc functions. I formally define the language \( L_{fp} \) in Section 3.3.1.

**Pattern Synthesis** The inductive synthesis problem for pattern learning is: given a set of strings \( S \), learn a pattern \( P \in L_{fp} \) such that \( \forall s \in S. P(s) = \text{true} \). The learner \( L_{fp} \) decomposes the synthesis problem for \( P \) over the strings in \( S \) into synthesis problems for individual atoms in \( P \) over appropriate substrings. However, a naïve approach of tokenizing each string to (exponentially many) sequences of atoms, and computing their intersection is simply impractical. Instead, \( L_{fp} \) computes the intersection incrementally at each atomic match, using a novel decomposition technique.

\(^{13}\) Pattern learning may fail, for example, if the language \( \mathcal{L} \) is too restrictive and no pattern can describe the given strings.
\( \mathcal{L}_{FP} \) is implemented using PROSE [Cor17e, PG15], a state-of-the-art inductive synthesis framework. PROSE requires DSL designers to define the logic for decomposing a synthesis problem over an expression to those over its subexpressions, which it uses to automatically generate an efficient synthesizer for their DSL. I detail the synthesis procedure in Section 3.3.2.

**Cost of Patterns** Once a set of patterns has been synthesized, a variety of strategies may be used to identify the most desirable one. The cost function \( C_{FP} \) is inspired by regularization [Tik63] techniques that are heavily used in statistical learning to construct generalizations that do not overfit to the data. \( C_{FP} \) decides a trade-off between two opposing factors: (a) specificity: prefer a pattern that is not general, and (b) simplicity: prefer a compact pattern that is easy to interpret.

*Example 3.3.* The strings \{“Male”, “Female”\} are matched by the patterns \( \text{Upper} \circ \text{Lower}^+ \), and \( \text{Upper} \circ \text{Hex} \circ \text{Lower}^+ \). Although the latter is more specific, it is overly complex. On the other hand, the pattern \( \text{Alpha}^+ \) is simpler and easier to interpret, but is overly general.

To this end, each atom in \( \mathcal{L}_{FP} \) has a fixed *static cost* similar to fixed regularization hyperparameters used in machine learning [Bis06], and a dataset-driven *dynamic weight*. The cost of a pattern is the weighted sum of the cost of its constituent atoms. In §3.3.3, I detail the cost function \( C_{FP} \), and provide some guidelines on assigning static costs for custom atoms.

### 3.2 Hierarchical Clustering

I now detail the clustering-based approach for generating syntactic profiles and show practical optimizations for fast approximately-correct profiling. In §3.2.1 – §3.2.4, I explain these in the context of a small chunk of data drawn from a large dataset. In §3.2.5, I then discuss how profile large datasets by chunking it and combining the profiles generated for the chunks.

Recall that the first step in PROFILE is to build a hierarchical clustering over the data. The BUILDHIERARCHY procedure, listed in Figure 3.7(a), constructs a hierarchy \( H \) over
func BuildHierarchy(S: String[], M: Int, θ: Real)
output: A hierarchical clustering over S
1: D ← SampleDissimilarities(S, [θ M])
2: A ← ApproxDMatrix(S, D)
3: return AHC(S, A)

(a) Building an approximately-correct hierarchy

Figure 3.7: Algorithms for pattern-similarity-based hierarchical clustering of string datasets

a given dataset S, with parameters M and θ. M is the maximum number of clusters in a desired profile. The pattern sampling factor θ decides the performance vs. accuracy trade-off while constructing the hierarchy H.

Henceforth, I use pair to denote a pair of strings. In line 1 of BUILDHIERARCHY, the pairwise dissimilarities (the best patterns and their costs) are sampled for a small set (based on the θ factor) of string pairs. Specifically, out of all \(O(|S|^2)\) pairs within S, dissimilarities for only \(O(θM|S|)\) pairs are adaptively sampled by calling SAMPLEDISSIMILARITIES, and the learned patterns are cached in D. I formally define the dissimilarity measure in §3.2.1, and describe SAMPLEDISSIMILARITIES in §3.2.2. The cache D is then used by APPROXD MATRIX, in line 2, to complete the dissimilarity matrix A over S, using approximations wherever necessary. I describe these approximations in §3.2.3. Finally, a standard agglomerative hierarchical clustering (AHC) [XW05, Section II B] is used to construct a hierarchy over S using the matrix A.

3.2.1 Syntactic Dissimilarity

I formally define the syntactic dissimilarity measure as follows:

\[\left\lceil x \right\rceil = \min \{ m \in \mathbb{Z} \mid m \geq x \}\]

14 \([x]\) denotes the ceiling of x, i.e. \([x]\) = min \{m \in \mathbb{Z} \mid m \geq x\}.
Definition 3.3 (Syntactic Dissimilarity). For a given pattern learner $\mathcal{L}$ and a cost function $\mathcal{C}$ over an arbitrary language of patterns $\mathcal{L}$, I define the syntactic dissimilarity between strings $x, y \in \mathcal{S}$ as the minimum cost incurred by a pattern in $\mathcal{L}$ to describe them together, i.e.

$$
\eta(x, y) \overset{\text{def}}{=} \begin{cases} 
0 & \text{if } x = y \\
\infty & \text{if } x \neq y \land V = \emptyset \\
\min_{P \in V} \mathcal{C}(P, \{x, y\}) & \text{otherwise}
\end{cases}
$$

where $V = \mathcal{L}(\{x, y\}) \subseteq \mathcal{L}$ is the set of patterns that describe strings $x$ and $y$, and $\infty$ denotes a high cost for a failure to describe $x$ and $y$ together using patterns learned by $\mathcal{L}$.

The following example shows some candidate patterns and their costs encountered during dissimilarity computation for various pairs. The actual numbers depend on the pattern learner and cost function used, in this case FLASHPROFILE’s $\mathcal{L}_{FP}$ and $\mathcal{C}_{FP}$, which I describe in §3.3. However, this example highlights the desirable properties for a natural measure of syntactic dissimilarity.

Example 3.4. For three pairs, I show the shortcomings of classical character-based similarity measures. I compare the Levenshtein distance (LD) [Lev66] for these pairs against the pattern-based dissimilarity $\eta$ computed with the default atoms from Figure 3.4. On the right, I also show the least-cost pattern, and two other randomly sampled patterns that describe the pair.

First, I compare two dates both using the same syntactic format “YYYY-MM-DD”:

\[
\begin{array}{c}
\text{(a)} \begin{array}{c}
\begin{array}{c}
1990-11-23 \\
2001-02-04
\end{array}
\end{array} \\
\text{LD} = 8 \text{ vs. } \eta = 4.96 \begin{array}{c}
\begin{array}{c}
4.96 \\
179.9 \\
46482
\end{array}
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\text{Digit}^4 \circ \text{"-"} \circ \text{Digit}^2 \circ \text{"-"} \circ \text{Digit}^2 \\
\text{Hex}^+ \circ \text{Symb} \circ \text{Hex}^+ \circ \text{"-"} \circ \text{Hex}^+ \\
\text{Digit}^+ \circ \text{Punct} \circ \text{Any}^+
\end{array}
\end{array}
\]

Syntactically, these dates are very similar — they use the same delimiter “-”, and have same width for the numeric parts. The best pattern found by FLASHPROFILE captures exactly
these features. However, Levenshtein distance for these dates is higher than the following
dates which uses a different delimiter and a different order for the numeric parts:

\[(b)\] 
\[
\begin{array}{c}
1990-11-23 \\
29/05/1923
\end{array}
\]
LD = 5 \ vs. \ \eta = 30.2 \left\{ \begin{array}{c}
30.2 \\
318.6 \\
55774
\end{array} \right\} 
Digit^+ \odot Punct \odot Digit^*2 \odot Punct \odot Digit^+
Digit^+ \odot Symb \odot Digit^+ \odot Symb \odot Digit^+
Digit^+ \odot Punct \odot Any^+
\]

The Levenshtein distance is again lower for the following pair containing a date and an ISBN
code:

\[(c)\] 
\[
\begin{array}{c}
1990-11-23 \\
899-2119-33-X
\end{array}
\]
LD = 7 \ vs. \ \eta = 23595 \left\{ \begin{array}{c}
23595 \\
55415 \\
92933
\end{array} \right\} 
Digit^+ \odot "." \odot Digit^+ \odot "." \odot Any^+
Digit^+ \odot Punct \odot Any^+
Any^+
\]

The same trend is also observed for Jaro-Winkler [Win99], and other measures based on edit
distance [GF13]. Whereas these measures look for exact matches on characters, pattern-based
measures have the key advantage of being able to generalize substrings to atoms.

3.2.2 Adaptive Sampling of Patterns

Although \eta accurately captures the syntactic dissimilarity of strings over an arbitrary lan-
guage of patterns, it requires pattern learning and scoring for every pairwise dissimilarity
computation, which is computationally expensive. While this may not be a concern for
non-realtime scenarios, such as profiling large datasets on cloud-based datastores, I provide a
tunable parameter to end users to be able to generate approximately correct profiles for large
datasets in real time.

Besides a numeric measure of dissimilarity, computing \eta over a pair also generates a pattern
that describes the pair. Since the patterns generalize substrings to atoms, often the patterns
learned for one pair also describe many other pairs. I aim to sample a subset of patterns that
are likely to be sufficient for constructing a hierarchy accurate until \(M\) levels, \(i.e., 1 \leq k \leq M\)
clusters extracted from this hierarchy should be identical to \(k\) clusters extracted from a
hierarchy constructed without approximations. The SAMPLEDISSIMILARITIES algorithm,
func SAMPLEDissimilarities\(\langle L, c \rangle\)(\(S: \text{String}[]\), \(\widehat{M}: \text{int}\))

output: A dictionary mapping \(O(\widehat{M}|S|)\) pairs of strings from \(S\),
to the best pattern describing each pair and its cost

1: \(D \leftarrow \{\} \); \(a \leftarrow \) a random string in \(S\) \; \(\rho \leftarrow \{a\}\)
2: for \(i \leftarrow 1 \) to \(\widehat{M}\) do
3: \hspace{.5cm} for all \(b \in S\) do
4: \hspace{1cm} \(D[a,b] \leftarrow \text{LEARNBestPattern}\(\langle L, c \rangle\)(\(\{a, b\}\))
5: \hspace{1.5cm} \triangleright Pick the most dissimilar string w.r.t. strings already in \(\rho\).
6: \hspace{1cm} \(a \leftarrow \arg\max_{x \in S} \min_{y \in \rho} D[y,x].\text{Cost}\)
7: \hspace{1cm} \(\rho \leftarrow \rho \cup \{a\}\)
8: return \(D\)

Figure 3.8: Adaptively sampling a small set of patterns

shown in Figure 3.8, is inspired by the seeding technique of \(k\)-means++ [AS07]. Instead of computing all pairwise dissimilarities for pairs in \(S \times S\), I compute the dissimilarities for pairs in \(\rho \times S\), where set \(\rho\) is a carefully selected small set of seed strings. The patterns learned during this process are likely to be sufficient for accurately estimating the dissimilarities for the remaining pairs.

SAMPLEDissimilarities takes a dataset \(S\) and a factor \(\widehat{M}\), and it samples dissimilarities for \(O(\widehat{M}|S|)\) pairs. It iteratively selects a set \(\rho\) containing \(\widehat{M}\) strings that are most dissimilar to each other. Starting with a random string in \(\rho\), in each iteration, at line 6, it adds the string \(x \in S\) such that it is as dissimilar as possible, even with its most-similar neighbor in \(\rho\). In the end, the set \(D\) only contains dissimilarities for pairs in \(S \times \rho\), computed at line 5.

Recall that, \(\widehat{M}\) is controlled by the pattern sampling factor \(\theta\). In line 1 of BUILDHIERARCHY (in Figure 3.7(a)), \(\widehat{M}\) is set to \([\theta M]\).

Since the user may request up to at most \(M\) clusters, \(\theta\) must be at least 1.0, so that at least one seed string is picked from each cluster to \(\rho\). Then, computing the dissimilarities with
all other strings in the dataset would ensure a good distribution of patterns that describe intra- and inter-cluster dissimilarities, even for the finest granularity clustering with \( M \) clusters.

Example 3.5. Consider the dataset containing years in Figure 3.5(a). Starting with a random string, say \( “1901” \); the set \( \rho \) of seed strings grows as shown below, with increasing \( \hat{M} \). At each step, \( NN \) (nearest neighbor) shows the new string added to \( \rho \) paired with its most similar neighbor.

\[
\begin{align*}
\hat{M} = 2 & \mid NN = \{\epsilon, “1901”\} & \rho = \{“1901”, \epsilon\} \\
\hat{M} = 3 & \mid NN = \{“?”, “1901”\} & \rho = \{“?”, “1901”, \epsilon\} \\
\hat{M} = 4 & \mid NN = \{“1875?”, “1901”\} & \rho = \{“1875?”, “?” , “1901”, \epsilon\} \\
\hat{M} = 5 & \mid NN = \{“1817”, “1875?”\} & \rho = \{“1817”, “1875?” , “?” , “1901”, \epsilon\} \\
\hat{M} = 6 & \mid NN = \{“1898”, “1817”\} & \rho = \{“1898”, “1817”, “1875?” , “?” , “1901”, \epsilon\}
\end{align*}
\]

### 3.2.3 Dissimilarity Approximation

Now I present the technique for completing a dissimilarity matrix over a dataset \( S \), using the patterns sampled from the previous step. Note that, for a large enough value of the pattern sampling factor, \( i.e. \theta \geq \frac{|S|}{M} \), our technique would sample all pairwise dissimilarities and no approximation would be necessary. For smaller values of \( \theta \), the patterns learned while computing \( \eta \) over \( \rho \times S \) are used to approximate the remaining pairwise dissimilarities in \( S \times S \). The key observation here is that, testing whether a pattern describes a string is typically much faster than learning a new pattern.

The APPROXDMATRIX procedure, listed in Figure 3.9, uses the dictionary \( D \) of patterns from SAMPLEDISSIMILARITIES to generate a matrix \( A \) of all pairwise dissimilarities over \( S \). Lines 7 and 8 show the key approximation steps for a pair \( \{x, y\} \). In line 7, the patterns in \( D \) are tested to select a subset \( V \) of them containing only those which describe both \( x \) and \( y \). Then their new costs relative to \( \{x, y\} \) is computed in line 8 to select the least pattern cost.
func APPROXDMatrix(L,C,S: String[], D: String × String → Pattern × Real) 
output: A matrix A of all pairwise dissimilarities over strings in S

1: A ← {} 
2: for all x ∈ S do 
3:   for all y ∈ S do 
4:     if x = y then A[x,y] ← 0 
5:     else if ⟨x, y⟩ ∈ D then A[x,y] ← D[x,y].Cost 
6:     else 
7:       V ← {P | ⟨Pattern: P, Cost: ⋄⟩ ∈ D ∧ P(x) ∧ P(y)} 
8:       if V ≠ {} then A[x,y] ← min P∈V Cost(P, {x,y}) 
9:     else 
10:       D[x,y] ← LEARNBESTPATTERN(L,C,⟨x,y⟩) 
11:      A[x,y] ← D[x,y].Cost 
12: return A

Figure 3.9: Approximating a complete dissimilarity matrix

as an approximation of η(x, y). If V turns out to be empty, i.e. no sampled pattern describes both x and y, then, in line 10, LEARNBESTPATTERN is called to compute η(x, y). The new pattern is also added to D for use in future approximations.

Although θ = 1.0 ensures that at least one seed string is picked from each final cluster, in practice a θ that is slightly greater than 1.0 works better. This results in sampling a few more seed strings, and ensures a better distribution of patterns in D at the cost of a negligible performance overhead. In practice, it rarely happens that no sampled pattern describes a new pair (at line 9, Figure 3.9), since seed patterns for inter-cluster string pairs are usually overly general, as I show in the example below.

Example 3.6. Consider a dataset S = {“07·jun”, “aug·18”, “20·feb”, “16·jun”, “20·jun”}. Assuming M = 2 and θ = 1.0 (i.e. M = 2), suppose I start with the string “20·jun”.
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Then, following the SAMPLEDISSIMILARITIES algorithm shown in Figure 3.8, I would select \( \rho = \{ \text{“20-jun”}, \text{“aug-18”} \} \), and would sample the following seed patterns into \( D \) based on patterns defined over the default atoms (listed in Figure 3.4) and constant string literals:

(a) \( D[\text{“20-jun”}, \text{“07-jun”}] \rightarrow \text{Digit}^2 \circ \text{“-jun”}, \) and

(b) \( D[\text{“20-jun”}, \text{“20-feb”}] \rightarrow \text{“20-“} \circ \text{Lower}^3, \)

(c) \( D[\text{“20-jun”}, \text{“16-jun”}] \rightarrow \text{Digit}^2 \circ \text{“-jun”}, \) and

(d) \( D[\text{“20-jun”}, \text{“aug-18”}], D[\text{“aug-18”}, \text{“07-jun”}], D[\text{“aug-18”}, \text{“20-feb”}], D[\text{“aug-18”}, \text{“16-jun”}] \rightarrow \text{AlphaDigit}^+ \circ \text{“-”} \circ \text{AlphaDigit}^+. \)

Next, I estimate \( \eta (\text{“16-jun”}, \text{“20-feb”}) \) using these patterns. None of (a) — (c) describe the pair, but (d) does. However, it is overly general compared to the least-cost pattern, \( \text{Digit}^2 \circ \text{“-”} \circ \text{Lower}^3. \)

As in the case above, depending on the expressiveness of the pattern language, for a small \( \theta \) the sampled patterns may be too specific to be useful. With a slightly higher \( \theta = 1.25, \) i.e. \( \hat{M} = \lceil \theta M \rceil = 3, \) I would also select \( \text{“07-jun”} \) as a seed string in \( \rho, \) and sample the desired while computing \( D[\text{“07-jun”}, \text{“20-feb”}] \). I evaluate the impact of \( \theta \) on performance and accuracy in §3.4.2.

### 3.2.4 Hierarchy Construction and Splitting

Once a dissimilarity matrix has been computed, a standard agglomerative hierarchical clustering (AHC) [XW05, Section IIB] algorithm is used, as outlined in Figure 3.7(b). Note that AHC is not parameterized by \( \mathcal{L} \) and \( \mathcal{C} \), since it does not involve learning or scoring of patterns any more.

Starting with each string in a singleton set (leaf nodes of the hierarchy), the least-dissimilar pair of sets are iteratively merged, until only a single set (root of the hierarchy) remains. AHC relies on a linkage criterion to estimate dissimilarity of sets of strings. I use the
classic complete-linkage (also known as further-neighbor linkage) criterion [SSS48], which has been shown to be resistant to outliers, and yield useful hierarchies in practical applications [JMF99].

**Definition 3.4 (Complete-Linkage).** For a set $S$ and a dissimilarity matrix $A$ defined on $S$, given two arbitrarily-nested clusters $X$ and $Y$ over a subset of entities in $S$, the dissimilarity between their contents (the flattened sets $\bar{X}, \bar{Y} \subseteq S$, respectively) is defined as:

$$\hat{\eta}(X, Y \mid A) \equiv \max_{x \in \bar{X}, y \in \bar{Y}} A[x, y]$$

Once a hierarchy has been constructed, the PROFILE algorithm (in Figure 3.3) invokes the PARTITION method (at line 2) to extract $k$ clusters within the provided bounds $[m, M]$. If $m \neq M$, a heuristic based on the elbow (also called knee) method [HBV01] is used: between the top $m^{th}$ and the $M^{th}$ nodes, The hierarchy is split till the knee — a node below which the average intra-cluster dissimilarity does not vary significantly. A user may request $m = k = M$, in which case PARTITION simply splits the top $k$ nodes of the hierarchy to generate $k$ clusters.

### 3.2.5 Profiling Large Datasets

To scale the technique to large datasets, I now describe a second round of sampling. Recall that in SAMPLEDISSIMILARITIES, $O(\theta M |S|)$ pairwise dissimilarities are sampled. Although $\theta M$ is very small, $|S|$ can still be quite large for real-life datasets. In order to address this, the PROFILE algorithm from Figure 3.3 is run on small chunks of the dataset, and the generated profiles are then combined.

**func** BigProfile($S$: String[], $m$: Int, $M$: Int, $\theta$: Real, $\mu$: Real)

**output:** A profile $\tilde{P}$ that satisfies $m \leq |\tilde{P}| \leq M$

1: $\tilde{P} \leftarrow \{\}$
2: while $|S| > 0$ do
3: $X \leftarrow$ SampleRandom($S, [\mu M]$)
4: $\tilde{P}' \leftarrow$ Profile($X, m, M, \theta$)
5: $\tilde{P} \leftarrow$ CompressProfile($\tilde{P} \cup \tilde{P}'$, $M$)
6: $S \leftarrow$ RemoveMatchingStrings($S, \tilde{P}$)
7: return $\tilde{P}$

**Figure 3.10:** Profiling large datasets
func CompressProfile(\(\tilde{P}: \text{ref Profile}, M: \text{Int}\))
output: A compressed profile \(\tilde{P}\) that satisfies \(|\tilde{P}| \leq M\)
1: while \(|\tilde{P}| > M\) do
   ▶ Compute the most similar partitions in the profile so far.
2: \((X, Y) \leftarrow \arg\min_{X,Y \in \tilde{P}} [\text{LEARNBESTPATTERN}_{(L, C)}(X.\text{Data} \cup Y.\text{Data})].\text{Cost}\)
   ▶ Merge partitions \((X,Y)\), and update \(\tilde{P}\).
3: \(Z \leftarrow X.\text{Data} \cup Y.\text{Data}\)
4: \(P \leftarrow \text{LEARNBESTPATTERN}_{(L, C)}(Z).\text{Pattern}\)
5: \(\tilde{P} \leftarrow (\tilde{P} \setminus \{X, Y\}) \cup \{(\text{Data: } Z, \text{Pattern: } P)\}\)
6: return \(\tilde{P}\)

**Figure 3.11:** Limiting the number of patterns in a profile

I outline the BIGPROFILE algorithm in Figure 3.10. This algorithm accepts a new *string sampling factor* \(\mu \geq 1\), which controls the size of chunks profiled in each iteration. In §3.4.3, I evaluate the impact of \(\mu\) on performance and accuracy.

First, a random subset \(X\) of size \([\mu M]\) is selected from \(S\) in line 3. In line 4, a profile \(\tilde{P}'\) of \(X\) is obtained, and is merged with the global profile \(\tilde{P}\) in line 5. This loop is repeated with the remaining strings in \(S\) that do not match the global profile. For brevity, I elide the details of SAMPLERANDOM and REMOVEMATCHINGSTRINGS, which have straightforward implementations. Note that, while merging \(\tilde{P}\) and \(\tilde{P}'\) in line 5, it is possible to exceed the maximum number of patterns \(M\). In Figure 3.11 I outline COMPRESSPROFILethat compresses a given profile to a given size bound. It accepts a profile \(\tilde{P}\) and shrinks it to at most \(M\) patterns. The key idea is to repeatedly merge the most similar pair of patterns in \(\tilde{P}\). However, the similarity between patterns cannot be computed directly. Instead, it is estimated using syntactic similarity of the associated data partitions. In line 2, the partitions \((X, Y)\) which are the most similar, *i.e.* require the least cost pattern for describing them together, are identified. Then \(X\) and \(Y\) are merged to \(Z\), a pattern describing \(Z\) is learned,
and $\tilde{P}$ is updated by replacing $X$ and $Y$ with $Z$ and its pattern. This process is repeated until the total number of patterns falls to $M$.

**Theorem 3.1** (Termination). Over an arbitrary language $\mathcal{L}$ of patterns, assume an arbitrary learner $\mathcal{L}: 2^S \rightarrow 2^\mathcal{L}$ and a cost function $C: \mathcal{L} \times 2^S \rightarrow \mathbb{R}_\geq 0$, such that for any finite dataset $S \subset S$, I have: (a) $L(S)$ terminates and produces a finite set of patterns, and (b) $C(P, S)$ terminates for all $P \in \mathcal{L}$. Then, the BigProfile procedure (Figure 3.10) terminates on any finite dataset $S \subset S$, for arbitrary valid values of the optional parameters $m$, $M$, $\theta$ and $\mu$.

**Proof.** Note that in BigProfile, the loop within lines 2–6 runs for at most $|S|/\mu M$ iterations, since at least $\mu M$ strings are removed from $S$ in each iteration. Therefore it is sufficient to show that Profile and CompressProfile terminate.

First, note that termination of LearnBestPattern immediately follows from (a) and (b). Then, it is easy to observe that CompressProfile terminates as well: (a) the loop in lines 1–5 runs for at most $|\tilde{P}| - M$ iterations, and (b) LearnBestPattern is invoked $O(|\tilde{P}|^2)$ times in each iteration.

The Profile procedure (Figure 3.3) makes at most $O((\mu M)^2)$ calls to LearnBestPattern (Figure 3.6) to profile the $\mu M$ strings sampled in to $X$ — at most $O((\mu M)^2)$ calls within BuildHierarchy (Figure 3.7(a)), and $O(M)$ calls to learn patterns for the final partitions. Depending on $\theta$, BuildHierarchy may make many fewer calls to LearnBestPattern. However, it makes no more than 1 such call per pair of strings in $X$, to build the dissimilarity matrix. Therefore, Profile terminates as well. □

### 3.3 Pattern Synthesis

I now describe the specific pattern language, leaning technique and cost function used to instantiate the profiling technique as FlashProfile. I begin with a brief description the
pattern language in Section 3.3.1, present the pattern synthesizer in Section 3.3.2, and conclude with the cost function in Section 3.3.3.

3.3.1 The Pattern Language $\mathcal{L}_{fp}$

Figure 3.12(a) shows the formal syntax for the pattern language $\mathcal{L}_{fp}$. Each pattern $P \in \mathcal{L}_{fp}$ is a predicate defined on strings, i.e. a function $P : \text{String} \rightarrow \text{Bool}$, which embodies a set of constraints over strings. A pattern $P$ describes a given string $s$, i.e. $P(s) = \text{true}$, iff $s$ satisfies all constraints imposed by $P$. Patterns in $\mathcal{L}_{fp}$ are composed of atomic patterns:

**Definition 3.5** (Atomic Pattern (or Atom)). An atom, $\alpha : \text{String} \rightarrow \text{Int}$ is a function, which given a string $s$, returns the length of the longest prefix of $s$ that satisfies its constraints. Atoms only match non-empty prefixes. $\alpha(s) = 0$ indicates match failure of $\alpha$ on $s$.

The following four kinds of atoms are allowed in $\mathcal{L}_{fp}$:

(a) **Constant Strings**: A $\text{Const}_s$ atom matches only the string $s$ as the prefix of a given string. For brevity, I denote $\text{Const}_{\text{str}}$ as simply “$\text{str}$” throughout the text.

(b) **Regular Expressions**: A $\text{RegEx}_r$ atom returns the length of the longest prefix of a given string, that is matched by the regex $r$.

(c) **Character Classes**: A $\text{Class}^0_c$ atom returns the length of the longest prefix of a given string, which contains characters only from the set $c$. A $\text{Class}^z_c$ atom with $z > 0$ further enforces a fixed-width constraint — the match $\text{Class}^z_c(s)$ fails if $\text{Class}^0_c(s) \neq z$, otherwise it returns $z$.

(d) **Arbitrary Functions**: A $\text{Funct}_f$ atom uses the function $f$ that may contain arbitrary logic, to match a prefix $p$ of a given string and returns $|p|$.

---

15 $a \circ b$ denotes the concatenation of strings $a$ and $b$, and $r \triangleright x$ denotes that the regex $r$ matches the string $x$ in its entirety.
Note that, although both constant strings and character classes may be expressed as regular expressions, having separate terms for them has two key benefits:

- As shown in the next subsection, all constant strings are automatically inferred, and some character class atoms (namely, those having a fixed-width). This is unlike regular expression or function atoms, which are not inferred and must be provided a priori.

- These atoms may leverage more efficient matching logic and do not require regular expression matching in its full generality. Constant string atoms use equality checks for characters, and character class atoms use set membership checks.

I list the default set of atoms provided with FLASHPROFILE, in Figure 3.4. Users may extend this set with new atoms from any of the aforementioned kinds.

**Example 3.7.** The atom Digit is Class\textsubscript{1}D with \( D = \{0, \ldots, 9\} \). I write Class\textsubscript{0}D as Digit\textsuperscript{+}, and Class\textsubscript{n}D as Digit\textsuperscript{xn} for clarity. Note that, Digit\textsuperscript{x2} matches “04/23” but not “2017/04”, although Digit\textsuperscript{+} matches both, since the longest prefix matched, “2017”, has length 4 ≠ 2.

**Definition 3.6** (Pattern). A pattern is simply a sequence of atoms. The pattern Empty denotes an empty sequence, which only matches the empty string \( \epsilon \). I use the concatenation
operator “⊙” for sequencing atoms. For \( k > 1 \), the sequence \( α_1 ⊙ α_2 ⊙ ... ⊙ α_k \) of atoms defines a pattern that is realized by the \( L_{fp} \) expression:

\[
\text{Empty(SuffixAfter(⋯SuffixAfter}(s, α_1)⋯, α_k)),
\]

which matches a string \( s \), iff

\[
s \neq \epsilon \land \forall i \in \{1, ..., k\} : α_i(s_i) > 0 \land s_{k+1} = \epsilon,
\]

where \( s_1 \overset{\text{def}}{=} s \) and \( s_{i+1} \overset{\text{def}}{=} s_i[α_i(s_i) : ] \) is the remaining suffix of the string \( s_i \) after matching atom \( α_i \).

Throughout this section, I use \( s[i] \) to denote the \( i^{\text{th}} \) character of \( s \), and \( s[i : j] \) denotes the substring of \( s \) from the \( i^{\text{th}} \) character, until the \( j^{\text{th}} \). I omit \( j \) to indicate a substring extending until the end of \( s \). In \( L_{fp} \), the \text{SuffixAfter}(s, α) \) operator computes \( s[α(s) : ] \), or fails with an error if \( α(s) = 0 \). I also show the formal semantics of patterns and atoms in \( L_{fp} \), in Figure 3.12(b).

Note that, atoms are forbidden from matching empty substrings. This reduces the search space by an exponential factor, since an empty string may trivially be inserted between any two characters within a string. However, this does not affect the expressiveness of the final profiling technique, since a profile uses a disjunction of patterns. For instance, the strings matching a pattern \( α_1 ⊙ (ε | α_2) ⊙ α_3 \) can be clustered into those matching \( α_1 ⊙ α_3 \) and \( α_1 ⊙ α_2 ⊙ α_3 \).

### 3.3.2 Synthesis of \( L_{fp} \) Patterns

The pattern learner \( L_{fp} \) uses inductive program synthesis [GPS17] for synthesizing patterns that describe a given dataset \( S \) using a specified set of atoms \( Ω \). For the convenience of end users, I automatically enrich their specified atoms by including: (a) all possible \text{Const} atoms,
and (b) all possible fixed-width variants of all Class atoms specified by them. The learner \( L_{FP} \) is instantiated with these enriched atoms derived from \( \mathcal{O} \), denoted as \( \widehat{\mathcal{O}} \):

\[
\widehat{\mathcal{O}} \overset{\text{def}}{=} \mathcal{O} \cup \{\text{Const}_s \mid s \in \Sigma\} \\
\quad \cup \{\text{Class}_c^z \mid \text{Class}_c^0 \in \mathcal{O} \wedge z \in \mathbb{N}\}
\]

(3.1)

Although \( \widehat{\mathcal{O}} \) is very large, as I describe below, the learner \( L_{FP} \) efficiently explores this search space, and also provides a completeness guarantee on patterns possible over \( \widehat{\mathcal{O}} \).

I build on top of PROSE [Cor17e], a state-of-the-art inductive program synthesis library, which implements the FlashMeta [PG15] framework. PROSE uses deductive reasoning — reducing a problem of synthesizing an expression to smaller synthesis problems for its subexpressions, and provides a robust framework with efficient algorithms and data-structures for this. The key contribution towards \( L_{FP} \) are efficient witness functions [PG15, §5.2] that enable PROSE to carry out the deductive reasoning over \( \mathcal{L}_{FP} \).

An inductive program synthesis task is defined by: (a) a domain-specific language (DSL) for the target programs, which in the case is \( \mathcal{L}_{FP} \), and (b) a specification [PG15, §3.2] (spec) that defines a set of constraints over the output of the desired program. For learning patterns over a collection \( \mathcal{S} \) of strings, I define a spec \( \phi \), that simply requires a learned pattern \( P \) to describe all given strings, i.e. \( \forall s \in \mathcal{S} : P(s) = \text{true} \). I formally write this as:

\[
\phi \overset{\text{def}}{=} \bigwedge_{s \in \mathcal{S}} [s \leadsto \text{true}]
\]

I provide a brief overview of the deductive synthesis process here, and refer the reader to FlashMeta [PG15] for a detailed discussion. In a deductive synthesis framework, we are required to define the logic for reducing a spec for an expression to specs for its subexpressions. The reduction logic for specs, called witness functions [PG15, §5.2], is domain-specific, and depends on the semantics of the DSL. Witness functions are used to recursively reduce the specs to terminal symbols in the DSL. PROSE uses a succinct data structure [PG15, §4]
to track the valid solutions to these specs at each reduction and generate expressions that satisfy the initial spec. For $L_{FP}$, I describe the logic for reducing the spec $\varphi$ over the two kinds of patterns: **Empty** and $P[\text{SuffixAfter}(s, \alpha)]$. For brevity, I elide the pseudocode for implementing the witness functions — their implementation is straightforward, based on the reductions I describe below.

For **Empty**($s$) to satisfy a spec $\varphi$, *i.e.* describe all strings $s \in \mathcal{S}$, each string $s$ must indeed be $\epsilon$. No further reduction is possible since $s$ is a terminal. Only $\forall s \in \mathcal{S}: s = \epsilon$ is checked, and **Empty**($s$) is rejected if $\mathcal{S}$ contains at least one non-empty string.

The second kind of patterns for non-empty strings, $P[\text{SuffixAfter}(s, \alpha)]$, allows for complex patterns that are a composition of an atom $\alpha$ and a pattern $P$. The pattern $P[\text{SuffixAfter}(s, \alpha)]$ contains two unknowns: (a) an atom $\alpha$ that matches a non-empty prefix of $s$, and (b) a pattern $P$ that matches the remaining suffix $s[\alpha(s):]$. Again, note that this pattern must match all strings $s \in \mathcal{S}$. Naïvely considering all possible combinations of $\alpha$ and $P$ leads to an exponential blow up.

First note that for a fixed $\alpha$ the candidates for $P$ can be generated recursively by posing a synthesis problem similar to the original one, but over the suffix $s[\alpha(s):]$ instead of each string $s$. This reduction style is called a *conditional witness function* [PG15, §5.2], and generates the following spec for $P$ assuming a fixed $\alpha$:

$$\varphi_\alpha \overset{\text{def}}{=} \bigwedge_{s \in \mathcal{S}} [s[\alpha(s):] \rightsquigarrow \text{true}]$$

(3.2)

However, naïvely creating $\varphi_\alpha$ for all possible values of $\alpha$ is infeasible, since the set $\hat{\Omega}$ of atoms is unbounded. Instead, I consider only those atoms (called *compatible atoms*) that match some non-empty prefix for all strings in $\mathcal{S}$, since ultimately the pattern needs to describe all strings. Prior pattern-learning approaches [RH01, Sin16] learn complete patterns for each individual string, and then compute their intersection to obtain patterns consistent with the entire dataset. In contrast, this approach computes the set of atoms that are
compatible with the entire dataset at each step, which allows us to generate this intersection in an incremental manner.

**Definition 3.7** (Compatible Atoms). Given a universe $\mathcal{U}$ of atoms, I say a subset $A \subseteq \mathcal{U}$ is compatible with a dataset $S$, denoted as $A \propto S$, if all atoms in $A$ match each string in $S$, i.e.

$$A \propto S \; \text{iff} \; \forall \alpha \in A : \forall s \in S : \alpha(s) > 0$$

I say that a compatible set $A$ of atoms is maximal under the given universe $\mathcal{U}$, denoted as $A = \max_\mathcal{U}[S]$ iff $\forall X \subseteq \mathcal{U} : X \propto S \Rightarrow X \subseteq A$.

**Example 3.8.** Consider a dataset with Canadian postal codes: $S = \{"V6E3V6", "V6C2S6", "V6V1X5", "V6X3S4"\}$. With $\mathcal{U}$ = the default atoms (listed in Figure 3.4), I obtain the enriched set $\tilde{\mathcal{U}}$ using Equation (3.1). Then, the maximal set of atoms compatible with $S$ under $\tilde{\mathcal{U}}$, i.e. $\max_{\tilde{\mathcal{U}}}[S]$ contains 18 atoms, such as “V6”, “V”, Upper, Upper+, AlphaSpace, AlphaDigit+ etc.

For a given universe $\mathcal{U}$ of atoms and a dataset $S$, the GETMAXCOMPATIBLE_ATOMS method outlined in Figure 3.13 is invoked to efficiently compute the set $\Lambda = \max_{\mathcal{U}}[S]$, where $\tilde{\mathcal{U}}$ denotes the enriched set of atoms based on $\mathcal{U}$ given by Equation (3.1). Starting with $\Lambda = \tilde{\mathcal{U}}$, in line 1, atoms that are not compatible with $S$, i.e. fail to match at least one string $s \in S$, are iteratively removed from $\Lambda$ at line 4. At the same time, a hashtable $C$ is maintained, which maps each Class atom to its width at line 6. $C$ is used to enrich $\tilde{\mathcal{U}}$ with fixed-width versions of Class atoms that are already specified in $\tilde{\mathcal{U}}$. If the width of a Class atom is not constant over all strings in $S$, it is removed from the hashtable $C$, at line 7. For each remaining Class atom $\alpha$ in $C$, a fixed-width variant is added for $\alpha$ to $\Lambda$. In line 8, RESTRICTWIDTH is invoked to generate the fixed-width variant for $\alpha$ with width $C[\alpha]$. Finally, $\Lambda$ is also enriched with Const atoms — the longest common prefix $L$ is computed across all strings, then every prefix of $L$ is added to $\Lambda$, at line 12. Note that, GETMAXCOMPATIBLE_ATOMS does not explicitly compute the entire set $\tilde{\mathcal{U}}$ of enriched atoms, but performs simultaneous pruning and enrichment on $\tilde{\mathcal{U}}$ to ultimately compute their maximal compatible subset, $\Lambda = \max_{\mathcal{U}}[S]$.
func GetMaxCompatibleAtoms(S: String[], U: Atom[]) 

output: The maximal set of atoms that are compatible with S 

1: C ← {} ; Λ ← U 
2: for all s ∈ S do 
3:    for all α ∈ Λ do 
4:       if α(s) = 0 then Λ.Remove(α) ; C.Remove(α) 
5:          else if α ∈ Class then 
6:              if α ∉ C then C[α] ← α(s) 
7:                  else if C[α] ≠ α(s) then C.Remove(α) 
8:          end 
9:     end 
10:    for all α ∈ C do 
11:        ▶ Add compatible fixed-width Const atoms. 
12:           L ← LONGESTCOMMONPREFIX(S) 
13:           Λ.Add(ConstL[0:1], ConstL[0:2], ..., ConstL) 
14: end 
15: return Λ 

Figure 3.13: Computing the maximal set of compatible atoms

In essence, the problem of learning an expression $P\left[\text{SuffixAfter}(s, \alpha)\right]$ with spec $\varphi$ is reduced to $|\max_\alpha^\beta(S)|$ subproblems for $P$ with specs $\{\varphi_\alpha \mid \alpha \in \max_\alpha^\beta(S)\}$, where $\varphi_\alpha$ is as given by Equation (3.2), and $\hat{U}$ denotes the enriched set of atoms derived from $U$ by Equation (3.1). Note that these subproblems are recursively reduced further, until all characters in each string are matched, and then synthesis terminates with Empty. Given this reduction logic as witness functions, PROSE performs these recursive synthesis calls efficiently, and finally combines the atoms to candidate patterns. I conclude this subsection with a comment on the soundness and completeness of $L_{FP}$. 

Definition 3.8 (Soundness and $\hat{U}$-Completeness). A learner for $L_{FP}$ patterns is said to be sound if, for any dataset $S$, every learned pattern $P$ satisfies $\forall s \in S : P(s) = \text{true}$. 
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A learner for $\mathcal{L}_{FP}$, instantiated with a universe $\mathcal{U}$ of atoms is said to be $\mathcal{U}$-complete if, for any dataset $\mathcal{S}$, it learns every possible pattern $P \in \mathcal{L}_{FP}$ over $\mathcal{U}$ atoms that satisfy $\forall s \in \mathcal{S} : P(s) = \text{true}$. 

**Theorem 3.2** (Soundness and $\mathcal{U}$-Completeness of $\mathcal{L}_{FP}$). For an arbitrary set $\mathcal{U}$ of user-specified atoms, FlashProfile’s pattern learner $\mathcal{L}_{FP}$ is sound and $\mathcal{U}$-complete, where $\mathcal{U}$ denotes the enriched set of atoms obtained by augmenting $\mathcal{U}$ with constant-string and fixed-width atoms, as per Equation (3.1).

Proof. Soundness is guaranteed since only compatible atoms are composed. $\mathcal{U}$-completeness follows from the fact that always the maximal compatible subset of $\mathcal{\hat{U}}$ is considered. 

Due to the $\mathcal{\hat{U}}$-completeness of $\mathcal{L}_{FP}$, once the set $\mathcal{L}_{FP}(\mathcal{S})$ of patterns over $\mathcal{S}$ has been computed, a variety of cost functions may be used to select the most suitable pattern for $\mathcal{S}$ amongst all possible patterns over $\mathcal{\hat{U}}$, without having to invoke pattern learning again.

### 3.3.3 Cost of Patterns in $\mathcal{L}_{FP}$

The cost function $\mathcal{C}_{FP}$ assigns a real-valued score to each pattern $P \in \mathcal{L}_{FP}$ over a given dataset $\mathcal{S}$, based on the structure of $P$ and its behavior over $\mathcal{S}$. This cost function is used to select the most desirable pattern that represents the dataset $\mathcal{S}$. Empty is assigned a cost of 0 regardless of the dataset, since Empty can be the only pattern consistent with such datasets. For a pattern $P = \alpha_1 \circ \ldots \circ \alpha_k$, I define the cost $\mathcal{C}_{FP}(P, S)$ with respect to a given dataset $S$ as:

$$\mathcal{C}_{FP}(P, S) = \sum_{i=1}^{k} Q(\alpha_i) \cdot W(i, S \mid P)$$

$\mathcal{C}_{FP}$ balances the trade-off between a pattern’s specificity and complexity. Each atom $\alpha$ in $\mathcal{L}_{FP}$ has a statically assigned cost $Q(\alpha) \in (0, \infty]$, based on a priori bias for the atom. The
cost function $C_{FP}$ computes a sum over these static costs after applying a data-driven weight $W(i, S \mid P) \in (0, 1)$:

$$W(i, S \mid \alpha_1 \circ \ldots \circ \alpha_k) = \frac{1}{|S|} \sum_{s \in S} \alpha_i(s_i) |s|,$$

where $s_1 \overset{\text{def}}{=} s$ and $s_{i+1} \overset{\text{def}}{=} s_i[\alpha_i(s_i) : ]$ denotes the remaining suffix of $s_i$ after matching with $\alpha_i$, as in Definition 3.6. This dynamic weight is an average over the fraction of length matched by $\alpha_i$ across $S$. It gives a quantitative measure of how well an atom $\alpha_i$ generalizes over the strings in $S$. With a sound pattern learner, an atomic match would never fail and $W(i, S \mid P) > 0$ for all atoms $\alpha_i$.

**Example 3.9.** Consider $S = \{"Male","Female"\}$, that are matched by $P_1 = \text{Upper} \circ \text{Lower}^+$, and $P_2 = \text{Upper} \circ \text{Hex} \circ \text{Lower}^+$. Given FLASHPROFILE’s static costs: \{Upper $\mapsto$ 8.2, Hex $\mapsto$ 26.3, Lower$^+ \mapsto$ 9.1\}, the costs for these two patterns shown above are:

$$C_{FP}(P_1, S) = 8.2 \times \frac{1/4 + 1/6}{2} + 9.1 \times \frac{3/4 + 5/6}{2} = 8.9$$

$$C_{FP}(P_2, S) = 8.2 \times \frac{1/4 + 1/6}{2} + 26.3 \times \frac{1/4 + 1/6}{2} + 9.1 \cdot \frac{2/4 + 4/6}{2} = 12.5$$

$P_1$ is chosen as best pattern, since $C_{FP}(P_1, S) < C_{FP}(P_2, S)$.

Note that although Hex is a more specific character class compared to Upper and Lower, I assign it a higher static cost to avoid strings like “face” being described as Hex$^x4$ instead of Lower$^x4$. Hex$^x4$ would be chosen over Lower$^x4$ only if some other strings, such as “f00d”, are found in the dataset, which cannot be described using Lower$^x4$.

**Static Cost ($Q$) for Atoms** The learner $L_{FP}$ automatically assigns the static cost of a Const$_s$ atom to be proportional to $1/|s|$, and the cost of a Class$_s^z$ atom, with width $z \geq 1$, to be proportional to $Q(\text{Class}_s)/z$. However, static costs for other kinds of atoms must be provided by the user.
Static costs for the default atoms, listed in Figure 3.4, were seeded with the values based on their estimated size — the number of strings the atom may match. Then they were penalized (e.g. the Hexatom) with empirically decided penalties to prefer patterns that are more natural to users. I describe the quality measure for profiles in §3.4.2, which I have used to decide the penalties for the default atoms. In future, I plan to automate the process of penalizing atoms by designing a learning procedure which tries various perturbations to the seed costs to optimize profiling quality.

3.4 Evaluation

I now present experimental evaluation of the FLASHPROFILE tool which implements the technique, focusing on the following key questions:

(§3.4.1) How well does the syntactic similarity measure capture similarity of real-life entities?
(§3.4.2) How accurate are the profiles? How do sampling and approximations affect them?
(§3.4.3) How fast is FLASHPROFILE, with and without approximations, on real-life datasets?
(§3.4.4) Are the profiles natural and useful? How do they compare against existing tools?

Implementation  I have implemented FLASHPROFILE as a cross-platform C# library built using Microsoft PROSE [Cor17e]. It is now publicly available as part of the PROSE NuGet package.\footnote{FLASHPROFILE has been publicly released as the Matching.Text module within the PROSE SDK. For more information, please see: https://microsoft.github.io/prose/documentation/matching-text/intro/.} All of the experiments were performed with PROSE 2.2.0 and .NET CORE 2.0.0, on an Intel i7 3.60 GHz CPU with 32 GB RAM running 64-bit UBUNTU 17.10.
Test Datasets  I have collected 75 datasets from public sources, spanning various domains such as names, postal codes, phone numbers, etc. Their sizes and the distribution of string lengths is shown in Figure 3.14. I sort them into three (overlapping) groups:

- **Clean** (25 datasets): Each of these datasets, uses a single format that is distinct from other datasets. I test syntactic similarity over them — strings from the same dataset must be labeled as similar.

- **Domains** (63 datasets): These datasets belong to mutually-distinct domains but may exhibit multiple formats. I test the quality of profiles over them — a profile learned over fraction of a dataset should match rest of it, but should not be too general as to also match other domains.

- **All** (75 datasets): I test FlashProfile’s performance across all datasets.

Datasets are available at: [https://github.com/SaswatPadhi/FlashProfileDemo/tree/master/tests](https://github.com/SaswatPadhi/FlashProfileDemo/tree/master/tests).
3.4.1 Syntactic Similarity

I evaluate the applicability of the dissimilarity measure from Definition 3.3, over real-life entities. From the CLEAN group, I randomly pick two datasets and select a random string from each. A good similarity measure should recognize when the pair is drawn from the same dataset by assigning them a lower dissimilarity value, compared to a pair from different datasets. For example, the pair \{"A. Einstein", "I. Newton"\} should have a lower dissimilarity value than \{"A. Einstein", "03/20/1998"\}. I instantiated FlashProfile with only the default atoms listed in Figure 3.4 and tested 240400 such pairs. Figure 3.15 shows a comparison of the method against two simple baselines: (a) a character-wise edit-distance-based similarity measure (JarW), and (b) a machine-learned predictor (RF) over intuitive syntactic features.

For evaluation, I use the standard precision-recall (PR) \cite{MRS08} measure. In the context, precision is the fraction of pairs that truly belongs to the same dataset, out of all pairs that are labeled to be “similar” by the predictor. Recall is the fraction of pairs retrieved by the predictor, out of all pairs truly drawn from same datasets. By varying the threshold for labelling a pair as “similar”, I generate a PR curve and measure the area under the curve (AUC). A good similarity measure should exhibit high precision and high recall, and therefore have a high AUC.

First, observe that character-based measures \cite{GF13} show poor AUC, and are not indicative of syntactic similarity. For instance, Levenshtein distance \cite{Lev66}, used within Google OPENREFINE \cite{Inc10}, exhibits a negligible AUC over the benchmarks. Although the Jaro-Winkler distance \cite{Win99}, indicated as JarW in Figure 3.15(a), shows a better AUC, it is quite low compared to both the and machine-learned predictors.

The second baseline is a standard random forest \cite{Bre01} model RF using the syntactic features listed in Figure 3.15(b), such as difference in length, number of digits, etc. I train RF1

\[ \text{len returns string length, } \text{begin}(X) \text{ checks if both strings begin with a character in } X, \text{cnt}(X) \text{ counts occurrences of characters from } X \text{ in a string, and } \Delta[f] \text{ computes } |f(s_1) - f(s_2)|^2 \text{ for a pair of strings } s_1 \text{ and } s_2. \]
Figure 3.15: Similarity prediction accuracy of FlashProfile (FP) vs. a character-based measure (JarW), and random forests ($RF_1$...3) trained on different distributions

<table>
<thead>
<tr>
<th>Predictor</th>
<th>FP</th>
<th>JarW</th>
<th>$RF_1$</th>
<th>$RF_2$</th>
<th>$RF_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>96.28%</td>
<td>35.52%</td>
<td>91.73%</td>
<td>98.71%</td>
<td>76.82%</td>
</tr>
</tbody>
</table>

using ~ 80,000 pairs with $(1/25)^2 = 0.16\%$ pairs drawn from same datasets. In Figure 3.15(a) observe that the accuracy of $RF$ is quite susceptible to changes in the distribution of the training data. $RF_2$ and $RF_3$ were trained with 0.64\% and 1.28\% pairs from same datasets, respectively. While $RF_2$ performs marginally better than the predictor, $RF_1$ and $RF_3$ perform worse.

### 3.4.2 Profiling Accuracy

I demonstrate the accuracy of FlashProfile along two dimensions:

- **Partitions**: The sampling and approximation techniques preserve partitioning accuracy
- **Descriptions**: The generated profiles are natural — not overly specific or general

For these experiments, I used FlashProfile with only the default atoms.
Partitioning  For each \( c \in \{2, \ldots, 8\} \), I measure FlashProfile’s ability to repartition 256\(c\) strings — 256 strings collected from each of \( c \) randomly picked datasets from Clean. Over 10 runs for each \( c \), I pick different sets of \( c \) files, shuffle the 256\(c\) strings, and invoke FlashProfile to partition them into \( c \) clusters. For a fair distribution of strings across each run, I ignore one dataset from the Clean group which had much longer strings (> 1500 characters) compared to other datasets (10 – 100 characters). I experiment with different values of \( 1.0 \leq \mu \leq 5.0 \) (string-sampling factor, which controls the size of chunks given to the core Profile method), and \( 1.0 \leq \theta \leq 3.0 \) (pattern-sampling factor, which controls the approximation during hierarchical clustering).

I measure the precision of clustering using symmetric uncertainty [WFH17], which is a measure of normalized mutual information (NMI). An NMI of 1 indicates the resulting partitioning to be identical to the original clusters, and an NMI of 0 indicates that the final partitioning is unrelated to the original one. For each \( (\mu, \theta) \)-configuration, I show the mean NMI of the partitionings over 10\(c\) runs (10 for each value of \( c \)), in Figure 3.16. The NMI improves with increasing \( \theta \), since I sample more dissimilarities, resulting in better approximations. However, the NMI drops with increasing \( \mu \), since more pairwise dissimilarities are approximated. Note that the number of string pairs increases quadratically with \( \mu \), but
reduces only linearly with $\theta$. This is reflected in Figure 3.16 — for $\mu > 4.0$, the partitioning accuracy does not reach 1.0 even for $\theta = 3.0$. FLASHPROFILE’s default configuration $(\mu = 4.0, \theta = 1.25)$, achieves a median NMI of 0.96 (mean 0.88) (indicated by a circled point). The dashed line indicates the median NMIs with $\mu = 4.0$. The median NMI is significantly higher than the mean, indicating the approximations were accurate in most cases. As I explain below in §3.4.3, with $(\mu = 4.0, \theta = 1.25)$, FLASHPROFILE achieves the best performance vs. accuracy trade-off.

**Descriptions** I evaluate the suitability of the default profiles, by measuring their overall precision and recall. A natural profile should not be too specific — it should generalize well over the dataset (high true positives), but not beyond it (low false positives).

For each dataset in the Domains, I profile a randomly selected 20% of its strings, and measure: (a) the fraction of the remaining dataset described by it, and (b) the fraction of an equal number of strings from other datasets, matched by it. Figure 3.17 summarizes the results. The lighter and darker shades indicate the fraction of true positives and false positives respectively. The white area at the top indicates the fraction of false negatives – the fraction of the remaining 80% of the dataset that is not described by the profile. The overall precision is 97.8%, and recall is 93.4%. The dashed line indicates a mean true positive rate of 93.2%, and the dotted line shows a mean false positive rate of 2.3%; across all datasets.

I also perform similar quality measurements with Microsoft SSDT [Cor17d] and ATAC-CAMA [Cor17a]. I use “Column Pattern Profiling Tasks” feature within Microsoft SSDT with $\text{PercentageDataCoverageDesired} = 100$, and “Pattern Analysis” feature within the AT-
ACCAMA platform. I summarize the per-dataset description quality for Microsoft SSDT in Figure 3.18(a), and for ATACCAMA in Figure 3.18(b). A low overall F1 score is observed for both tools.

While Microsoft SSDT has a very high false positive rate, ATACCAMA has a high failure rate. For 27 out of 63 datasets, Microsoft SSDT generates “.*” as one of the patterns, and it fails to profile one dataset that has very long strings (up to 1536 characters). On the other hand, ATACCAMA fails to profile 33 datasets. But for the remaining 30 datasets, the simple atoms (digits, numbers, letters, words) used by ATACCAMA seem to work well — the profiles exhibit high precision and recall. Note that, this quantitative measure only captures the specificity of profiles, but not their readability. I present a qualitative comparison of profiles generated by these tools in Section 3.4.4.

### 3.4.3 Performance

I measure the mean profiling time with various $\langle \mu, \theta \rangle$-configurations, and summarize the findings in Figure 3.19(a). The dotted lines indicate profiling time without pattern sampling, i.e. $\theta \to \infty$, for different values of the $\mu$ factor. The dashed line shows the median profiling time for different values of $\theta$ with the default $\mu = 4.0$. I also show the performance-accuracy trade off in Figure 3.19(b) by measuring the mean speed up of each configuration w.r.t.
Figure 3.19: Impact of sampling on performance (using the same colors and markers as Figure 3.16)

\(\mu = 1.0, \theta = 1.0\). I select the Pareto optimal point \(\mu = 4.0, \theta = 1.25\) as FlashProfile’s default configuration. It achieves a mean speed up of 2.3× over \(\mu = 1.0, \theta = 1.0\), at a mean NMI of 0.88 (median = 0.96).

As one would expect, the profiling time increases with \(\theta\), due to sampling more patterns, which in turn result in more calls to \(\mathcal{L}_{fp}\). The dependence of profiling time on \(\mu\) however, is more interesting. Notice that with \(\mu = 1\), the profiling time is higher than any other configurations, when pattern sampling is enabled, i.e. \(\theta \neq \infty\) (solid lines). This is due to the fact that FlashProfile learns very specific profiles with \(\mu = 1\) with very small samples of strings, which do not generalize well over the remaining data. This results in many Sample-Profile-Filter iterations. Also note that with pattern-sampling enabled, the profiling time decreases with \(\mu\) until \(\mu = 4.0\) as, and then increases as profiling larger samples of strings becomes expensive.

Finally, I evaluate FlashProfile’s performance on end-to-end real-life profiling tasks on all 75 datasets, that have a mixture of clean and dirty datasets. Over 153 tasks – 76 for automatic profiling, and 77 for refinement, The median profiling time is roughly 0.7 s. With the default configuration, 77% of the requests are fulfilled within 2 seconds – 70% of
automatic profiling tasks, and 83% of refinement tasks. In Figure 3.20 I show the variance of profiling times w.r.t. size of the datasets (number of strings in them), and the average length of the strings in the datasets (all axes being logarithmic). Observe that the number of string in the dataset doesn’t have a strong impact on the profiling time. This is expected, since I only sample smaller chunks of datasets, and remove strings that are already described by the profile I have learned so far. I repeated this experiment with 5 dictionary-based custom atoms: DayName, ShortDayName, MonthName, ShortMonthName, US_States, and noticed an increase of ~0.02s in the median profiling time.

3.4.4 Comparison of Learned Profiles

---

Dataset collected from a database of vendors across US and Canada: https://goo.gl/PGS2pL
<table>
<thead>
<tr>
<th>Zip Code</th>
<th>LDL DLD</th>
<th>LDL DLD</th>
<th>&quot;61&quot; D^3 &quot;.&quot; D^4</th>
</tr>
</thead>
<tbody>
<tr>
<td>99518</td>
<td>N-N</td>
<td>N</td>
<td>&quot;S7K7K9&quot;</td>
</tr>
<tr>
<td>61021-9150</td>
<td></td>
<td></td>
<td>D^7</td>
</tr>
<tr>
<td>2645</td>
<td></td>
<td></td>
<td>ε</td>
</tr>
<tr>
<td>83716</td>
<td></td>
<td></td>
<td>&quot;S7K7K9&quot;</td>
</tr>
<tr>
<td>K0K 2C0</td>
<td></td>
<td></td>
<td>D^5</td>
</tr>
<tr>
<td>14480</td>
<td></td>
<td></td>
<td>D^4</td>
</tr>
<tr>
<td>S7K7K9</td>
<td></td>
<td></td>
<td>ε</td>
</tr>
</tbody>
</table>

**Table 3.5:** Profiles for a dataset with zip codes

I compare the profiles learned by FLASHPROFILE to the outputs from 3 state-of-the-art tools: (a) ATACCAMA [Cor17a]: a dedicated profiling tool, (b) Microsoft SSDT [Cor17d]: a feature-rich IDE for database applications, and (c) POTTERSHEEL [RH01]: a tool that detects the most frequent data pattern and predicts anomalies in data. Table 3.5 and Table 3.6 show the observed outputs. I list the profiles generated on requesting exactly $k$ patterns against FLASHPROFILE$_k$. For brevity, I (a) omit the concatenation operator “ o ” between atoms, and (b) abbreviate Digit $\mapsto$ D, Upper $\mapsto$ U, AlphaSpace $\mapsto$ Π, AlphaDigitSpace $\mapsto$ Σ.

First, observe that Microsoft SSDT generates an overly general “.*” pattern in both cases. ATACCAMA generates a very coarse grained profile in both cases, which although explains the pattern of special characters, does not say much about other syntactic properties, such as common prefixes, or fixed-length patterns. With FLASHPROFILE, one can immediately notice in Table 3.5(d), that “S7K7K9” is the only Canadian zip code which does not have a space in the middle, and that some US zip codes have 4 digits instead of 5 (probably the leading

---

\footnote{Dataset collected from \url{https://portal.its.pdx.edu/fhwa}}
Most frequent pattern from **PottersWheel** = `IspellWord int space AllCapsWord`

**Table 3.6:** Profiles for a dataset containing US routes

zero was lost while interpreting it as a number). Similarly, one can immediately observe that in **Table 3.6(d)**, "12348 N CENTER" is not a route. Similarly the pattern "US 26(" II+ ")" indicates that it is the only entry with a space instead of a dash between the "US" and "26".

In many real-life scenarios, simple statistical profiles are not enough for data understanding or validation. **FlashProfile** allows users to gradually drill into the data by requesting profiles with a desired granularity. Furthermore, they may also provide custom atoms for domain-specific profiling.
3.5 Applications in PBE Systems

In this section, I discuss how syntactic profiles can improve programming-by-example (PBE) [Lie01, GPS17] systems, which synthesize a desired program from a small set of input-output examples. For instance, given an example “Albert Einstein” $\rightsquigarrow$ “A.E.”, the system should learn a program that extracts the initials for names. Although many PBE systems exist today, most share criticisms on low usability and confidence in them [Lau09, MSG15].

Examples are an inherently under-constrained form of specifying the desired program behavior. Depending on the target language, a large number of programs may be consistent with them. Two major challenges faced by PBE systems today are: (a) obtaining a set of examples that accurately convey the desired behavior to limit the space of synthesized programs, and (b) ranking these programs to select the ones that are natural to users.

In a recent work, Ellis et al. [EG17] address (b) using data profiles. They show that incorporating profiles for input-output examples significantly improves ranking, compared to traditional techniques which only examine the structure of the synthesized programs. I show that data profiles can also address problem (a). Raychev et al. [RBV16] have presented representative data samplers for synthesis scenarios, but they require the outputs for all inputs. In contrast, I show a novel interaction model for proactively requesting users to supply the desired outputs for syntactically different inputs, thereby providing a representative set of examples to the PBE system.

**Significant Inputs** Typically, users provide outputs for only the first few inputs of target dataset. However, if these are not representative of the entire dataset, the system may not learn a program that generalizes over other inputs. Therefore, I propose a novel interaction model that requests the user to provide the desired outputs for significant inputs, incrementally. A significant input is one that is syntactically the most dissimilar with all previously labelled inputs.
func OrderPartitions(_C,C)($\bar{P}$: Profile)

output: A sequence of partitions $\langle S_1, \ldots, S_{|\bar{P}|} \rangle$ over $S$

- Select with the partition that has the minimum cost.

1: $\rho \leftarrow \arg\min_{X \in \bar{P}} C(X.Pattern, X.Data).Data$
2: while $|\rho| < |\bar{P}|$ do

- Pick the most dissimilar partition w.r.t. those in $\rho$.

3: $T \leftarrow \arg\max_{Z \in \bar{P}} \min_{X \in \rho} (\text{LearnBestPattern}_{\langle \mathcal{C}, C \rangle}(Z.Data \cup X)).\text{Cost}$
4: $\rho$.Append($T.Data$)
5: return $\rho$

**Figure 3.21:** Ordering partitions by mutual dissimilarity

I start with a syntactic profile $\bar{P}$ for the input dataset and invoke the OrderPartitions function, listed in Figure 3.21, to order the partitions identified in $\bar{P}$ based on mutual dissimilarity, *i.e.* each partition $S_i$ must be as dissimilar as possible with (its most-similar neighbor within) the partitions $\{S_1, \ldots, S_{i-1}\}$. It is a simple extension of the SampleDissimilarities procedure (Figure 3.8) to work with sets of strings instead of strings. I start with the partition that can be described with the minimum-cost pattern. Then, from the remaining partitions, I iteratively select the one that is most dissimilar to those previously selected. I define the dissimilarity between two partitions as the cost of the best (least-cost) pattern required to describe them together.

Once I have an ordered set of partitions, $\langle S_1, \ldots, S_{|\bar{P}|} \rangle$, I request the user to provide the desired output for a randomly selected input from each partition in order. Since PBE systems like Flash Fill are interactive, and start synthesizing programs right from the first example, the user can inspect and skip over inputs for which the output is correctly predicted by the synthesized program. After one cycle through all partitions, I restart from partition $S_1$, and request the user to provide the output for a new random string in each partition.
Figure 3.22: Examples needed with and without FlashProfile

I evaluate the proposed interaction model over 163 FLASH FILL benchmarks\(^{21}\) that require more than one example to learn the desired string-transformation program. Figure 3.22 compares the number of examples required originally, to that using the interaction model. Seven cases that timeout due to the presence of extremely long strings have been omitted.

Over the remaining 156 cases, FLASH FILL (a) requires a single example per partition for 131 (= 80\%) cases, and (b) uses the minimal set\(^{22}\) of examples to synthesize the desired program for 140 (= 86\%) cases — 39 of which were improvements over FLASH FILL. Thus, (1) validates the hypothesis that the partitions indeed identify representative inputs, and (2) further indicates that the interaction model is highly effective. Selecting inputs from partitions ordered based on mutual syntactic dissimilarity helps FLASH FILL converge to the desired programs with fewer examples. Note that, these results are based on the default set of atoms. Designing custom atoms for string-transformation tasks, based on FLASH FILL’s semantics is also an interesting direction.

\(^{21}\)These benchmarks are a superset of the original set of FLASH FILL [Gul11] benchmarks, with many more real-world scenarios collected from customers using products powered by PROSE [Cor17e].

\(^{22}\)By minimal, I mean that there is no smaller set of examples with which FLASH FILL can synthesize the desired program.
Although the significant inputs scenario is similar to active learning, which is well studied in machine-learning literature [Han14], typical active-learning methods require hundreds of labeled examples. In contrast, PBE systems deal with very few examples [MSG15].

### 3.6 Related Work

There has been a line of work on profiling various aspects of datasets — Abedjan et al. [AGN15] present a recent survey. Traditional techniques for summarizing data target statistical profiles [CGH12], such as sampling-based aggregations [HNS95], histograms [Ioa03], and wavelet-based summaries [KM07]. However, pattern-based profiling is relatively underexplored, and is minimally or not supported by state-of-the-art data analysis tools [Inc10, Cor17d, Cor17a, Tri17].

To the knowledge, no existing approach learns syntactic profiles over an extensible language and allows refinement of generated profiles. I present a novel dissimilarity measure which is the key to learning refinable profiles over arbitrary user-specified patterns. Microsoft’s SQL Server Data Tools (Microsoft SSDT) [Cor17d] learns rich regular expressions but is neither extensible not comprehensive. A dedicated profiling tool ATACCAMA [Cor17a] generates comprehensive profiles over a very small set of base patterns. Google OPENREFINE [Inc10] does not learn syntactic profiles, but it allows clustering of strings using character-based similarity measures [GF13]. In §3.4 I show that such measures do not capture syntactic similarity. While POTTERSWHEEL [RH01] does not learn a complete profile, it learns the most frequent data pattern over arbitrary user-defined domains that are similar to the atomic patterns.

**Application-Specific Structure Learning** There has been prior work on learning specific structural properties aimed at aiding data wrangling applications, such as data transformations [RH01, Sin16], information extraction [LKR08], and reformatting or text normal-
ization [KG15]. However, these approaches make specific assumptions regarding the target application, which do not necessarily hold when learning general purpose profiles. Although profiles generated by FLASHPROFILE are primarily aimed at data understanding, in §3.5 I show that they may aid PBE applications, such as FLASH Fill [Gul11] for data transformation. Bhattacharya et al. [BHC15] also utilize hierarchical clustering to group together sensors used in building automation based on their tags. However, they use a fixed set of domain-specific features for tags and do not learn a pattern-based profile.

Grammar Induction  Syntactic profiling is also related to the problem of learning regular expressions, or more generally grammars from a given set of examples. De la Higuera [Hig10] present a recent survey on this line of work. Most of these techniques, such as LSTAR [Ang87] and RPNI [OG92], assume availability of both positive and negative examples, or a membership oracle. Bastani et al. [BSA17] show that these techniques are either too slow or do not generalize well and propose an alternate strategy for learning grammars from positive examples. When a large number of negative examples are available, genetic programming has also been shown to be useful for learning regular expressions [Svi98, BDD12]. Finally, LEARNPADS [FWZ08, ZFW12] also generates a syntactic description, but does not support refinement or user-specified patterns.

Program Synthesis  The techniques for sampling-based approximation and finding representative inputs relate to prior work by Raychev et al. [RBV16] on synthesizing programs from noisy data. However, they assume a single target program and the availability of outputs for all inputs. In contrast, I synthesize a disjunction of several programs, each of which returns true only on a specific partition of the inputs, which is unknown a priori.

FLASHPROFILE’s pattern learner uses the PROSE library [Cor17e], which implements the FLASHMETA framework [PG15] for inductive program synthesis, specifically programming-by-examples (PBE) [Lie01, GPS17]. PBE has been leveraged by recent works on automat
ing repetitive text-processing tasks, such as string transformation [Gul11, Sin16], extraction [LG14], and format normalization [KG15]. However, unlike these applications, data profiling does not solicit any (output) examples from the user. I demonstrate a novel application of a supervised synthesis technique to solve an unsupervised learning problem.
CHAPTER 4

Overfitting in Program Synthesis

The previous chapters utilized different forms of program synthesis for generating invariants and data profiles from a user-specified grammar. In this chapter I take a step back and investigate a common challenge in scaling these synthesis techniques to complex grammars. Specifically, I study the impact of grammar expressiveness on the performance of grammar-based example-driven synthesis.

The syntax-guided synthesis (SyGuS) framework \cite{ABJ13} provides a unified format to describe a program synthesis problem by supplying (a) a logical specification for the desired functionality, and (b) a grammar of allowed implementations. Given these two inputs, a SyGuS tool searches through the programs that are permitted by the grammar to generate one that meets the specification. Today, SyGuS is at the core of several state-of-the-art program synthesizers \cite{END18,PSM16,ARU17,LCL17,LHA18}, many of which compete annually in the SyGuS competition \cite{Org14,AF19}.

I demonstrate empirically that five state-of-the-art SyGuS tools are very sensitive to the choice of grammar. Increasing grammar expressiveness allows the tools to solve some problems that are unsolvable with less-expressive grammars. However, it also causes them to fail on many problems that the tools are able to solve with a less expressive grammar. I analyze the latter behavior both theoretically and empirically and present techniques that make existing tools much more robust in the face of increasing grammar expressiveness.

I restrict my investigation to a widely used approach \cite{ASF18} to SyGuS called counterexample-guided inductive synthesis (CEGIS) \cite{Sol13,§5}. In this approach, the synthesizer is composed
of a learner and an oracle. The learner iteratively identifies a candidate program that is consistent with a given set of examples (initially empty) and queries the oracle to either prove that the program is correct, i.e. meets the given specification, or obtain a counterexample that demonstrates that the program does not meet the specification. The counterexample is added to the set of examples for the next iteration. The iterations continue until a correct program is found or resource/time budgets are exhausted. The LOOPINVGEN technique presented in Chapter 2 utilized the CEGIS approach for inferring provably sufficient loop invariants for program verification.

**Overfitting.** To better understand the observed performance degradation, I instrumented one of these SyGuS tools (Section 4.1.2). I empirically observe that for a large number of problems, the performance degradation on increasing grammar expressiveness is often accompanied by a significant increase in the number of counterexamples required. Intuitively, as grammar expressiveness increases so does the number of spurious candidate programs, which satisfy a given set of examples but violate the specification. If the learner picks such a candidate, then the oracle generates a counterexample, the learner searches again, and so on.

In other words, increasing grammar expressiveness increases the chances for overfitting, a well-known phenomenon in machine learning (ML). Overfitting occurs when a learned function explains a given set of observations but does not generalize correctly beyond it. Since SyGuS is indeed a form of function learning, it is perhaps not surprising that it is prone to overfitting. However, I identify its specific source in the context of SyGuS — the spurious candidates induced by increasing grammar expressiveness — and show that it is a significant problem in practice. I formally define the potential for overfitting ($\Omega$), in Definition 4.7, which captures the number of spurious candidates.

**No Free Lunch.** In the ML community, this tradeoff between expressiveness and overfitting has been formalized for various settings as no-free-lunch (NFL) theorems [SB14, §5.1].
Intuitively such a theorem says that for every learner there exists a function that cannot be efficiently learned, where efficiency is defined by the number of examples required. I prove corresponding NFL theorems for the CEGIS-based SyGuS setting (Theorems 4.1 and 4.2).

A key difference between the ML and SyGuS settings is the notion of \textit{m-learnability}. In the ML setting, the learned function may differ from the true function, as long as this difference (expressed as an error probability) is relatively small. However, because the learner is allowed to make errors, it is in turn required to learn given an arbitrary set of \( m \) examples (drawn from some distribution). In contrast, the SyGuS learning setting is \textit{all-or-nothing} — either the tool synthesizes a program that meets the given specification or it fails. Therefore, it would be overly strong to require the learner to handle an arbitrary set of examples.

Instead, I define a much weaker notion of \textit{m-learnability} for SyGuS, which only requires that there \textit{exist} a set of \( m \) examples for which the learner succeeds. Yet, my NFL theorem shows that even this weak notion of learnability can always be thwarted: given an integer \( m \geq 0 \) and an expressive enough (as a function of \( m \)) grammar, for every learner there exists a SyGuS problem that cannot be learned without access to more than \( m \) examples. I also prove that overfitting is inevitable with an expressive enough grammar (Theorems 4.3 and 4.4) and that the potential for overfitting increases with grammar expressiveness (Theorem 4.5).

\textbf{Mitigating Overfitting.} Inspired by \textit{ensemble methods} [Die00] in ML, which aggregate results from multiple learners to combat overfitting (and underfitting), I propose \textsc{PLearn} — a black-box framework that runs multiple parallel instances of a SyGuS tool with different grammars. Although prior SyGuS tools run multiple instances of learners with different random seeds [JQS15, BCD11], to my knowledge, this is the first proposal to explore multiple grammars as a means to improve the performance of SyGuS. My experiments indicate that \textsc{PLearn} significantly improves the performance of five state-of-the-art SyGuS tools — CVC4 [RDK15, BCD11], EUSolver [ARU17], LoopInvGen [PSM16], SketchAC [JQS15, Sol13], and STOCH [ABJ13, III F].
However, running parallel instances of a synthesizer is computationally expensive. Hence, I also devise a white-box approach, called hybrid enumeration, that extends the enumerative synthesis technique [AGK13] to efficiently interleave exploration of multiple grammars in a single SyGuS instance. I have implemented hybrid enumeration within LOOPINVGEN\textsuperscript{23} and show that the resulting single-threaded learner, HE+LOOPINVGEN, has negligible overhead but achieves performance comparable to that of PLEARN for LOOPINVGEN. Moreover, HE+LOOPINVGEN significantly outperforms the winner [PSM17] of the invariant-synthesis (Inv) track of 2018 SyGuS competition [AF19] — a variant of LOOPINVGEN specifically tuned for the competition — including a 5× mean speedup and solving two SyGuS problems that no tool in the competition could solve.

Contributions. In summary, I present the following contributions:

(§4.1) I empirically observe that, in many cases, increasing grammar expressiveness degrades performance of existing SyGuS tools due to overfitting.

(§4.2) I formally define overfitting and prove no-free-lunch theorems for the SyGuS setting, which indicate that overfitting with increasing grammar expressiveness is a fundamental characteristic of SyGuS.

(§4.3) I propose two mitigation strategies – (a) a black-box technique that runs multiple parallel instances of a synthesizer, each with a different grammar, and (b) a single-threaded enumerative technique, called hybrid enumeration, that interleaves exploration of multiple grammars.

(§4.4) I show that incorporating these mitigating measures in existing tools significantly improves their performance.

\textsuperscript{23} The implementation and benchmarks are available at https://github.com/SaswatPadhi/LoopInvGen.
4.1 Motivation

In this section, I first present empirical evidence that existing SyGuS tools are sensitive to changes in grammar expressiveness. Specifically, I show that as I increase the expressiveness of the provided grammar, every tool starts failing on some benchmarks that it was able to solve with less-expressive grammars. I then investigate one of these tools in detail.

4.1.1 Grammar Sensitivity of SyGuS Tools

I evaluated 5 state-of-the-art SyGuS tools that use very different techniques:

- **SketchAC** [JQS15] extends the Sketch synthesis system [Sol13] by combining both explicit and symbolic search techniques.
- **Stoch** [ABJ13, III F] performs a stochastic search for solutions.
- **EUSOLVER** [ARU17] combines enumeration with unification strategies.
- **LOOPINVGEN** [PSM16] combines enumeration and Boolean function learning.

I ran these five tools on 180 invariant-synthesis benchmarks, which I describe in Section 4.4. I ran the benchmarks with each of the six grammars of quantifier-free predicates, which are shown in Figure 4.1. These grammars correspond to widely used abstract domains in the analysis of integer-manipulating programs — **Equalities**, **Intervals** [CC77b], **Octagons**, **Polyhedra**, **Polynomials** [ABJ13, III F], and **Peano**.

![Figure 4.1: Grammars of quantifier-free predicates over integers](image)

We use the `|` operator to append new rules to previously defined nonterminals.

---

24 We use the `|` operator to append new rules to previously defined nonterminals.
Figure 4.2: For each grammar, each tool, the ordinate shows the number of benchmarks that fail with the grammar but are solvable with a less-expressive grammar.

Octagons [Min06], Polyhedra [CH78], algebraic expressions (Polynomials) and arbitrary integer arithmetic (Peano) [Pea88]. The $\ast_s$ operator denotes scalar multiplication, e.g. $(\ast_s 2 \times)$, and $\ast_n$ denotes nonlinear multiplication, e.g. $(\ast_n x \times y)$.

In Figure 4.2, I report my findings on running each benchmark on each tool with each grammar, with a 30-minute wall-clock timeout. For each (tool, grammar) pair, the $y$-axis shows the number of failing benchmarks that the same tool is able to solve with a less-expressive grammar. Observe that, for each tool, the number of such failures increases with the grammar expressiveness. For instance, introducing the scalar multiplication operator $(\ast_s)$ causes CVC4 to fail on 21 benchmarks that it is able to solve with Equalities ($4/21$), Intervals ($18/21$), or Octagons ($10/21$). Similarly, adding nonlinear multiplication causes LOOPINVGEN to fail on 10 benchmarks that it can solve with a less-expressive grammar.

4.1.2 Evidence for Overfitting

To better understand this phenomenon, I instrumented LOOPINVGEN [PSM16] to record the candidate expressions that it synthesizes and the number of CEGIS iterations (called rounds henceforth). I compare each pair of successful runs of each of my 180 benchmarks on
Table 4.1: Observed correlation between synthesis time and number of rounds, upon increasing grammar expressiveness, with LOOPINVGEN [PSM16] on 180 benchmarks.

<table>
<thead>
<tr>
<th></th>
<th>Increase (↑)</th>
<th>Unchanged (=)</th>
<th>Decrease (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expressiveness↑ ∧ Time↑ → Rounds↑</td>
<td>27%</td>
<td>67%</td>
<td>6%</td>
</tr>
<tr>
<td>Expressiveness↑ ∧ Rounds↑ → Time↑</td>
<td>79%</td>
<td>6%</td>
<td>15%</td>
</tr>
</tbody>
</table>

Thus, a more expressive grammar not only increases the search space, but also makes it more likely for LOOPINVGEN to overfit — select a spurious expression, which the oracle rejects with a counterexample, hence requiring more rounds. In the remainder of this section, I demonstrate this overfitting phenomenon on the verification problem shown in Figure 4.3, an example by Gulwani et al. [GJ07], which is the fib_19 benchmark in the Inv track of SyGuS-Comp 2018 [AF19].

I ignore failing runs since they require an unknown number of rounds.

25 I ignore failing runs since they require an unknown number of rounds.
For Figure 4.3, an inductive invariant must be strong enough to prove that the assertion on line 6 always holds. In the SyGuS setting, the invariant is a predicate \( I : \mathbb{Z}^4 \rightarrow \mathbb{B} \) defined on a symbolic state \( \sigma = \langle m, n, x, y \rangle \), that satisfies \( \forall \sigma. \varphi(I, \sigma) \) for the specification \( \varphi \):\(^{26}\)

\[
\varphi(I, \sigma) \overset{\text{def}}{=} (0 \leq n \land 0 \leq m \leq n \land x = 0 \land y = m) \implies I(\sigma) \quad \text{(precondition)}
\]
\[
\land \forall \sigma'. (I(\sigma) \land T(\sigma, \sigma')) \implies I(\sigma') \quad \text{(inductiveness)}
\]
\[
\land (x \geq n \land I(\sigma)) \implies y = n \quad \text{(postcondition)}
\]

where \( \sigma' = \langle m', n', x', y' \rangle \) denotes the new state after one iteration, and \( T \) is a transition relation that describes the loop body:

\[
T(\sigma, \sigma') \overset{\text{def}}{=} (x < n) \land (x' = x + 1) \land (m' = m) \land (n' = n)
\]
\[
\land \left[ (x' \leq m \land y' = y) \lor (x' > m \land y' = y + 1) \right]
\]

In Table 4.2(a), I report the performance of LOOPINVGEN on \texttt{fib.19} (Figure 4.3) with my six grammars (Figure 4.1). It succeeds with all but the least-expressive grammar. However, as grammar expressiveness increases, the number of rounds increase significantly — from 19 rounds with \texttt{Intervals} to 88 rounds with \texttt{Peano}.

LOOPINVGEN converges to the \textit{exact same} invariant with both \texttt{Polyhedra} and \texttt{Peano} but requires 30 more rounds in the latter case. Tables 4.2(b) and 4.2(c) show some expressions synthesized with \texttt{Polyhedra} and \texttt{Peano} respectively. These expressions are solutions to intermediate subproblems — the final invariant is a conjunction of a subset of these expressions [PSM16, §3.2]. The expressions generated with the \texttt{Peano} grammar are quite complex and unlikely to generalize well. \texttt{Peano}'s extra expressiveness leads to more spurious candidates, increasing the chances of overfitting and making the benchmark harder to solve.

---

\(^{26}\) I use the symbols \( \mathbb{B}, \mathbb{N}, \) and \( \mathbb{Z} \) to denote the sets of all Boolean values, all natural numbers (positive integers), and all integers respectively.
Increasing expressiveness →

<table>
<thead>
<tr>
<th>Equalities</th>
<th>Intervals</th>
<th>Octagons</th>
<th>Polyhedra</th>
<th>Polynomials</th>
<th>Peano</th>
</tr>
</thead>
<tbody>
<tr>
<td>×</td>
<td>0.32 s</td>
<td>2.49 s</td>
<td>2.48 s</td>
<td>55.3 s</td>
<td>68.0 s</td>
</tr>
<tr>
<td>FAIL</td>
<td>(19 rounds)</td>
<td>(57 rounds)</td>
<td>(57 rounds)</td>
<td>(76 rounds)</td>
<td>(88 rounds)</td>
</tr>
</tbody>
</table>

(a) Synthesis time and number of CEGIS iterations (rounds) with various grammars

16: \((x \geq n) \lor (x + 1 < n) \lor (m \geq x \land m = y)\)

28: \((x = y) \lor (y + m - n = x) \lor (x + 2 < n)\)

57: \((m = y) \lor (x \geq m \land x \geq y)\)

16: \((x \geq n) \lor (x + 1 < n) \lor (2y = n) \lor (y(m - 1) = m)\)

28: \((y = 1) \lor (y = 0) \lor (m < 1) \lor (xy^2 > 1)\)

57: \((x + 1 \geq n) \lor (x + 2 < n) \lor ((m - n)(x - y) = 1)\)

(b) Sample predicates with Polyhedra
(c) Sample predicates with Peano

Solution in both grammars: \((n \geq y) \land (y \geq x) \land ((m = y) \lor (x \geq m \land x \geq y))\)

Table 4.2: Performance of LOOPINVGEN [PSM16] on the fib_19 benchmark (Figure 4.3). In (b) and (c), we show predicates generated at various rounds (numbered in bold).

### 4.2 SyGuS Overfitting in Theory

In this section, first I formalize the counterexample-guided inductive synthesis (CEGIS) approach [Sol13] to SyGuS, in which examples are iteratively provided by a verification oracle. I then state and prove no-free-lunch theorems, which show that there can be no optimal learner for this learning scheme. Finally, I formalize a natural notion of overfitting for SyGuS and prove that the potential for overfitting increases with grammar expressiveness.

#### 4.2.1 Preliminaries

I borrow the formal definition of a SyGuS problem from prior work [ABJ13]:
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Definition 4.1 (SyGuS Problem). Given a background theory $T$, a function symbol $f : X \rightarrow Y$, and two constraints on $f$: (a) a semantic constraint, also called a specification, $\varphi(f, x)$ over the vocabulary of $T$ along with $f$ and a symbolic input $x$, and (b) a syntactic constraint, also called a grammar, given by a (possibly infinite) set $E$ of expressions over the vocabulary of the theory $T$; find an expression $e \in E$ such that the formula $\forall x \in X. \varphi(e, x)$ is valid modulo $T$.

I denote this SyGuS problem as $\langle f_{X \rightarrow Y} | \varphi, E \rangle_T$ and say that it is satisfiable iff there exists such an expression $e$, i.e. $\exists e \in E. \forall x \in X. \varphi(e, x)$. I call $e$ a satisfying expression for this problem, denoted as $e \models \langle f_{X \rightarrow Y} | \varphi, E \rangle_T$.

Recall, I focus on a common class of SyGuS learners, namely those that learn from examples. First I define the notion of input-output (IO) examples that are consistent with a SyGuS specification:

Definition 4.2 (Input-Output Example). Given a specification $\varphi$ defined on $f : X \rightarrow Y$ over a background theory $T$, I call a pair $\langle x, y \rangle \in X \times Y$ an input-output (IO) example for $\varphi$, denoted as $\langle x, y \rangle \models_T \varphi$ iff it is satisfied by some valid interpretation of $f$ within $T$, i.e.

$$\langle x, y \rangle \models_T \varphi \overset{def}{=} \exists e \in T. e(x) = y \land (\forall x \in X. \varphi(e, x))$$

The next two definitions respectively formalize the two key components of a CEGIS-based SyGuS tool: the verification oracle and the learner.

Definition 4.3 (Verification Oracle). Given a specification $\varphi$ defined on a function $f : X \rightarrow Y$ over theory $T$, a verification oracle $O_\varphi$ is a partial function that given an expression $e$, either returns ⊥ indicating $\forall x \in X. \varphi(e, x)$ holds, or gives a counterexample $\langle x, y \rangle$ against $e$, denoted as $e \sim_{\varphi} \langle x, y \rangle$, such that

$$e \sim_{\varphi} \langle x, y \rangle \overset{def}{=} \neg \varphi(e, x) \land e(x) \neq y \land \langle x, y \rangle \models_T \varphi$$
I omit \( \varphi \) from the notations \( O_\varphi \) and \( \sim_\varphi \) when it is clear from the context.

**Definition 4.4** (CEGIS-based Learner). A CEGIS-based learner \( \mathcal{L}^O(q, \mathcal{E}) \) is a partial function that given an integer \( q \geq 0 \), a set \( \mathcal{E} \) of expressions, and access to an oracle \( O \) for a specification \( \varphi \) defined on \( f: X \rightarrow Y \), queries \( O \) at most \( q \) times and either fails with \( \bot \) or generates an expression \( e \in \mathcal{E} \). The *trace*

\[
[e_0 \sim \varphi(x_0, y_0), \ldots, e_{p-1} \sim \varphi(x_{p-1}, y_{p-1}), e_p]
\]

where \( 0 \leq p \leq q \)

summarizes the interaction between the oracle and the learner. Each \( e_i \) denotes the \( i^{th} \) candidate for \( f \) and \( (x_i, y_i) \) is a counterexample \( e_i \), i.e.

\[
(\forall j < i. \ e_i(x_j) = y_j \land \varphi(e_i, x_j)) \land (e_i \sim_\varphi (x_i, y_i))
\]

Note that I have defined oracles and learners as (partial) functions, and hence as deterministic. In practice, many SyGuS tools are deterministic and this assumption simplifies the subsequent theorems. However, I expect that these theorems can be appropriately generalized to randomized oracles and learners.

**4.2.2 Learnability and No Free Lunch**

In the machine learning (ML) community, the limits of learning have been formalized for various settings as *no-free-lunch* theorems [SB14, §5.1]. Here, I provide a natural form of such theorems for CEGIS-based SyGuS learning.

In SyGuS, the learned function must conform to the given grammar, which may not be fully expressive. Therefore I first formalize grammar expressiveness:

**Definition 4.5** (*k*-Expressiveness). Given a domain \( X \) and range \( Y \), a grammar \( \mathcal{E} \) is said to be *k*-expressive iff \( \mathcal{E} \) can express exactly \( k \) distinct \( X \rightarrow Y \) functions.
A key difference from the ML setting is my notion of \textit{m-learnability}, which formalizes the number of examples that a learner requires in order to learn a desired function. In the ML setting, a function is considered to \textit{m-learnable} by a learner if it can be learned using an \textit{arbitrary} set of \( m \) i.i.d. examples (drawn from some distribution). This makes sense in the ML setting since the learned function is allowed to make errors (up to some given bound on the error probability), but it is much too strong for the \textit{all-or-nothing} SyGuS setting.

Instead, I define a much weaker notion of \textit{m-learnability} for CEGIS-based SyGuS, which only requires that there \textit{exist} a set of \( m \) examples that allows the learner to succeed. The following definition formalizes this notion.

**Definition 4.6** (CEGIS-based \textit{m}-Learnability). Given a SyGuS problem \( S = \langle f_{x \rightarrow y} \mid \varphi, \mathcal{E} \rangle_{Y} \) and an integer \( m \geq 0 \), I say that \( S \) is \textit{m-learnable} by a CEGIS-based learner \( \mathcal{L} \) if there exists a verification oracle \( \mathcal{O} \) under which \( \mathcal{L} \) can learn a satisfying expression for \( S \) with at most \( m \) queries to \( \mathcal{O} \), \textit{i.e.} \( \exists \mathcal{O} : \mathcal{L}^{\mathcal{O}}(m, \mathcal{E}) \models S \).

Finally I state and prove the no-free-lunch (NFL) theorems, which make explicit the tradeoff between grammar expressiveness and learnability. Intuitively, given an integer \( m \) and an expressive enough (as a function of \( m \)) grammar, for every learner there exists a SyGuS problem that cannot be solved without access to at least \( m + 1 \) examples. This is true despite my weak notion of learnability.

Put another way, as grammar expressiveness increases, so does the number of examples required for learning. On one extreme, if the given grammar is 1-expressive, \textit{i.e.} can express exactly one function, then all satisfiable SyGuS problems are 0-learnable — no examples are needed because there is only one function to learn — but there are \textit{many} SyGuS problems that cannot be satisfied by this function. On the other extreme, if the grammar is \( |Y|^{|X|} \)-expressive, \textit{i.e.} can express all functions from \( X \) to \( Y \), then for every learner there exists a SyGuS problem that requires \textit{all} \( |X| \) \textit{examples} in order to be solved.
Below I first present the NFL theorem for the case when the domain $X$ and range $Y$ are finite. I then generalize to the case when these sets may be countably infinite.

**Theorem 4.1** (NFL in CEGIS-based SyGuS on Finite Sets). Let $X$ and $Y$ be two arbitrary finite sets, $T$ be a theory that supports equality, $E$ be a grammar over $T$, and $m$ be an integer such that $0 \leq m < |X|$. Then, either:

- $E$ is not $k$-expressive for any $k > \sum_{i=0}^{m} \frac{|X|! |Y|^i}{(|X| - i)!}$, or
- for every CEGIS-based learner $L$, there exists a satisfiable SyGuS problem $S = \langle f_{X \rightarrow Y} | \varphi, E \rangle_T$ such that $S$ is not $m$-learnable by $L$. Moreover, there exists a different CEGIS-based learner for which $S$ is $m$-learnable.

**Proof.** First, note that there are $t = \sum_{i=0}^{m} \frac{|X|! |Y|^i}{(|X| - i)!}$ distinct traces (sequences of counterexamples) of length at most $m$ over $X$ and $Y$. Now, consider some CEGIS-based learner $L$, and suppose $E$ is $k$-expressive for some $k > t$. Then, since the learner can deterministically choose at most $t$ candidates for the $t$ traces, there must be at least one function $f$ that is expressible in $E$, but does not appear in the trace of $L^O(m,E)$ for any oracle $O$.

Let $e$ be an expression in $E$ that implements the function $f$. Then, we can define the specification $\varphi(f,x) \overset{\text{def}}{=} f(x) = e(x)$ and the SyGuS problem $S = \langle f_{X \rightarrow Y} | \varphi, E \rangle_T$. By construction, $S$ is satisfiable since $e \models S$, but we have that $L^O(m,E) \not\models S$ for all oracles $O$. So, by Definition 4.6, we have that $S$ is not $m$-learnable by $L$.

However, we can construct a learner $L'$ such that $S$ is $m$-learnable by $L'$. We construct $L'$ such that $L'$ always produces $e$ as its first candidate expression for any trace. The result then follows by Definition 4.6.

**Theorem 4.2** (NFL in CEGIS-based SyGuS on Countably Infinite Sets). Let $X$ be an arbitrary countably infinite set, $Y$ be an arbitrary finite or countably infinite set, $T$ be a theory that supports equality, $E$ be a grammar over $T$, and $m$ be an integer such that $m \geq 0$. Then, either:
• \( E \) is not \( k \)-expressive for any \( k > \aleph_0 \), where \( \aleph_0 \overset{\text{def}}{=} |\mathbb{N}| \), or
• for every CEGIS-based learner \( L \), there exists a satisfiable SyGuS problem \( S = \langle f_{X \rightarrow Y} | \varphi, \mathcal{E} \rangle \) such that \( S \) is not \( m \)-learnable by \( L \). Moreover, there exists a different CEGIS-based learner for which \( S \) is \( m \)-learnable.

Proof. Consider some CEGIS-based learner \( L \), and suppose \( E \) is \( k \)-expressive for some \( k > \aleph_0 \). Note that there are \( \sum_{i=0}^{m} \frac{|X|!}{(|X| - i)!} \frac{|Y|^i}{(|Y| - i)!} \) distinct traces of length at most \( m \) over \( X \) and \( Y \). Let us overapproximate each \( \frac{|X|!}{(|X| - i)!} \frac{|Y|^i}{(|Y| - i)!} \) as \( (|X| |Y|)^m \), and thus the number of distinct traces as \( (m + 1) (|X| |Y|)^m \). We have two cases for \( Y \):

1. \( Y \) is finite \( i.e. \ |X| = \aleph_0 \) and \( |Y| < \aleph_0 \). Then, the number of distinct traces is at most \( (m + 1) (|X| |Y|)^m = (\aleph_0 |Y|)^m = \aleph_0 \). Or,
2. \( Y \) is countably infinite \( i.e. \ |X| = |Y| = \aleph_0 \). Then, the number of distinct traces is at most \( (m + 1) (|X| |Y|)^m = (\aleph_0 \aleph_0)^m = \aleph_0 \).

Thus, the number of distinct traces is at most \( \aleph_0 \), \( i.e. \) countably infinite. Since the number of distinct functions \( k > \aleph_0 \), the claim follows using a construction similar to the proof of Theorem 4.1.

4.2.3 Overfitting

Last, I relate the above theory to the notion of overfitting from ML. In the context of SyGuS, overfitting can potentially occur whenever there are multiple candidate expressions that are consistent with a given set of examples. Some of these expressions may not generalize to satisfy the specification, but the learner has no way to distinguish among them (using just the given set of examples) and so can “guess” incorrectly. I formalize this idea through the following measure:
**Definition 4.7** (Potential for Overfitting). Given a problem \( S = \langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E} \rangle \) and a set \( Z \) of IO examples for \( \varphi \), I define the potential for overfitting \( \Omega \) as the number of expressions in \( \mathcal{E} \) that are consistent with \( Z \) but do not satisfy \( S \), i.e.

\[
\Omega(S, Z) \equiv \begin{cases} 
\left| \{ e \in \mathcal{E} \mid e \not\in S \land \forall (x, y) \in Z : e(x) = y \} \right| & \forall z \in Z : z \models \varphi \\
\bot & \text{undefined} \text{ otherwise}
\end{cases}
\]

Intuitively, a zero potential for overfitting means that overfitting is not possible on the given problem with respect to the given set of examples, because there is no spurious candidate. A positive potential for overfitting means that overfitting is possible, and higher values imply more spurious candidates and hence more potential for a learner to choose the “wrong” expression.

The following theorems connect my notion of overfitting to the earlier NFL theorems by showing that overfitting is inevitable with an expressive enough grammar.

**Theorem 4.3** (Overfitting in SyGuS on Finite Sets). Let \( X \) and \( Y \) be two arbitrary finite sets, \( m \) be an integer such that \( 0 \leq m < |X| \), \( \mathcal{T} \) be a theory that supports equality, and \( \mathcal{E} \) be a \( k \)-expressive grammar over \( \mathcal{T} \) for some \( k > |X| \). Then, there exists a satisfiable SyGuS problem \( S = \langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E} \rangle \) such that \( \Omega(S, Z) > 0 \), for every set \( Z \) of \( m \) IO examples for \( \varphi \).

**Proof.** First, note that there are \( t = \frac{|X|! \cdot |Y|^m}{m! \cdot (|X| - m)!} \) distinct ways of constructing a set of \( m \) IO examples, over \( X \) and \( Y \). Now, suppose \( \mathcal{E} \) is \( k \)-expressive for some \( k > t \). Then, there must be at least one function \( f \) that is expressible in \( \mathcal{E} \), but every set of \( m \) IO examples that \( f \) is consistent with is also satisfied by some other expressible function.

Let \( e \) be an expression in \( \mathcal{E} \) that implements the function \( f \). Then, we can define the specification \( \varphi(f, x) \equiv f(x) = e(x) \) and the SyGuS problem \( S = \langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E} \rangle \). The claim then immediately follows from **Definition 4.7**. \( \square \)
Theorem 4.4 (Overfitting in SyGuS on Countably Infinite Sets). Let $X$ be an arbitrary countably infinite set, $Y$ be an arbitrary finite or countably infinite set, $\mathbb{T}$ be a theory that supports equality, and $\mathcal{E}$ be a $k$-expressive grammar over $\mathbb{T}$ for some $k > \aleph_0$. Then, there exists a satisfiable SyGuS problem $S = \langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E} \rangle_\mathbb{T}$ such that $\Omega(S, Z) > 0$, for every set $Z$ of $m$ IO examples for $\varphi$.

Proof. Let us overapproximate the number of distinct ways of constructing a set of $m$ IO examples, $\frac{|X||Y|^m}{m!(|X|-m)!}$ as $(|X||Y|)^m$. Using cardinal arithmetic, as shown in the proof of Theorem 4.2, this number is always at most $\aleph_0$. Then the claim follows using a construction similar to the proof of Theorem 4.3.

Finally, it is straightforward to show that as the expressiveness of the grammar provided in a SyGuS problem increases, so does its potential for overfitting.

Theorem 4.5 (Overfitting Increases with Expressiveness). Let $X$ and $Y$ be two arbitrary sets, $\mathbb{T}$ be an arbitrary theory, $\mathcal{E}_1$ and $\mathcal{E}_2$ be grammars over $\mathbb{T}$ such that $\mathcal{E}_1 \subseteq \mathcal{E}_2$, $\varphi$ be an arbitrary specification over $\mathbb{T}$ and a function symbol $f : X \rightarrow Y$, and $Z$ be a set of IO examples for $\varphi$. Then, I have

$$\Omega(\langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E}_1 \rangle_\mathbb{T}, Z) \leq \Omega(\langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E}_2 \rangle_\mathbb{T}, Z)$$

Proof. If $\mathcal{E}_1 \subseteq \mathcal{E}_2$, then for any set $Z \subseteq X \times Y$ of IO examples, we have

$$\{e \in \mathcal{E}_1 \mid \forall \langle x, y \rangle \in Z : e(x) = y\} \subseteq \{e \in \mathcal{E}_2 \mid \forall \langle x, y \rangle \in Z : e(x) = y\}$$

The claim immediately follows from this observation and Definition 4.7.

4.3 Mitigating Overfitting

Ensemble methods [Die00] in machine learning (ML) are a standard approach to reduce overfitting. These methods aggregate predictions from several learners to make a more
accurate prediction. In this section I propose two approaches, inspired by ensemble methods in ML, for mitigating overfitting in SyGuS. Both are based on the key insight from Section 4.2.3 that synthesis over a subgrammar has a smaller potential for overfitting as compared to that over the original grammar.

4.3.1 Parallel SyGuS on Multiple Grammars

My first idea is to run multiple parallel instances of a synthesizer on the same SyGuS problem but with grammars of varying expressiveness. This framework, called PLEARN, is outlined in Figure 4.4. It accepts a synthesis tool $T$, a SyGuS problem $\langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E} \rangle_T$, and subgrammars $\mathcal{E}_{1..p}$,\footnote{I use the shorthand $X_{1..n}$ to denote the sequence $\langle X_1, \ldots, X_n \rangle$.} such that $\mathcal{E}_i \subseteq \mathcal{E}$. The parallel for construct creates a new thread for each iteration. The loop in PLEARN creates $p$ copies of the SyGuS problem, each with a different grammar from $\mathcal{E}_{1..p}$, and dispatches each copy to a new instance of the tool $T$. PLEARN returns the first solution found or ⊥ if none of the synthesizer instances succeed.

Since each grammar in $\mathcal{E}_{1..p}$ is subsumed by the original grammar $\mathcal{E}$, any expression found by PLEARN is a solution to the original SyGuS problem. Moreover, from Theorem 4.5 it is immediate that PLEARN indeed reduces overfitting.

---

```
function PLEARN(\(T\): Synthesis Tool, \(\langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E} \rangle_T\): Problem, \(\mathcal{E}_{1..p}\): Subgrammars)
  \(
  \textbf{parallel for } i \leftarrow 1, \ldots, p \textbf{ do}
  S_i \leftarrow \langle f_{X \rightarrow Y} \mid \varphi, \mathcal{E}_i \rangle_T
  e_i \leftarrow T(S_i)
  \textbf{if } e_i \neq \bot \textbf{ then return } e_i
  \)
  return \bot
```

Figure 4.4: The PLEARN framework for SyGuS tools.
Theorem 4.6 (PLEARN Reduces Overfitting). Given a SyGuS problem $S = \langle f_{x \rightarrow y} \mid \varphi, \mathcal{E} \rangle$, if PLEARN is instantiated with $S$ and subgrammars $\mathcal{E}_{1:p}$ such that $\forall \mathcal{E}_i \in \mathcal{E}_{1:p}: \mathcal{E}_i \subseteq \mathcal{E}$, then for each $S_i = \langle f_{x \rightarrow y} \mid \varphi, \mathcal{E}_i \rangle$ constructed by PLEARN, I have that $\Omega(S_i, Z) \leq \Omega(S, Z)$ on any set $Z$ of IO examples for $\varphi$.

A key advantage of PLEARN is that it is agnostic to the synthesizer’s implementation. Therefore, existing SyGuS learners can immediately benefit from PLEARN, as I demonstrate in Section 4.4.1. However, running $p$ parallel SyGuS instances can be prohibitively expensive, both computationally and memory-wise. The problem is worsened by the fact that many existing SyGuS tools already use multiple threads, e.g. the SKETCHAC [JQS15] tool spawns 9 threads. This motivates my hybrid enumeration technique described next, which is a novel synthesis algorithm that interleaves exploration of multiple grammars in a single thread.

4.3.2 Hybrid Enumeration

Hybrid enumeration extends the enumerative synthesis technique, which enumerates expressions within a given grammar in order of size and returns the first candidate that satisfies the given examples [AGK13]. My goal is to simulate the behavior of PLEARN with an enumerative synthesizer in a single thread. However, a straightforward interleaving of multiple PLEARN threads would be highly inefficient because of redundancies – enumerating the same expression (which is contained in multiple grammars) multiple times. Instead, I propose a technique that (a) enumerates each expression at most once, and (b) reuses previously enumerated expressions to construct larger expressions.

To achieve this, I extend a widely used [AGK13, PGG14, FMV17] synthesis strategy, called component-based synthesis [JGS10], wherein the grammar of expressions is induced by a set of components, each of which is a typed operator with a fixed arity. For example, the grammars shown in Figure 4.1 are induced by integer components (such as 1, +, mod, =, etc.)
and Boolean components (such as \texttt{true}, \texttt{and}, \texttt{or}, etc.). Below, I first formalize the grammar that is implicit in this synthesis style.

**Definition 4.8 (Component-Based Grammar).** Given a set $\mathcal{C}$ of typed components, I define the \textit{component-based} grammar $\mathcal{E}$ as the set of all expressions formed by well-typed component application over $\mathcal{C}$, i.e.

$$\mathcal{E} = \{ c(e_1, \ldots, e_a) \mid (c : \tau_1 \times \cdots \times \tau_a \rightarrow \tau) \in \mathcal{C} \land e_1, \ldots, e_a \subseteq \mathcal{E}$$

$$\land \quad e_1 : \tau_1 \land \cdots \land e_a : \tau_a \}$$

where $e : \tau$ denotes that the expression $e$ has type $\tau$.

I denote the set of all components appearing in a component-based grammar $\mathcal{E}$ as $\text{components}(\mathcal{E})$. Henceforth, I assume that $\text{components}(\mathcal{E})$ is known (explicitly provided by the user) for each $\mathcal{E}$. I also use $\text{values}(\mathcal{E})$ to denote the subset of nullary components (variables and constants) in $\text{components}(\mathcal{E})$, and $\text{operators}(\mathcal{E})$ to denote the remaining components with positive arities.

The closure property of component-based grammars significantly reduces the overhead of tracking which subexpressions can be combined together to form larger expressions. Given a SyGuS problem over a grammar $\mathcal{E}$, hybrid enumeration requires a sequence $\mathcal{E}_1, \ldots, \mathcal{E}_p$ of grammars such that each $\mathcal{E}_i$ is a component-based grammar and that $\mathcal{E}_1 \subseteq \cdots \subseteq \mathcal{E}_p \subseteq \mathcal{E}$. Next, I explain how the subset relationship between the grammars enables efficient enumeration of expressions.

Given grammars $\mathcal{E}_1 \subseteq \cdots \subseteq \mathcal{E}_p$, observe that an expression of size $k$ in $\mathcal{E}_i$ may only contain subexpressions of size $\{1, \ldots, (k-1)\}$ belonging to $\mathcal{E}_{1, i}$. This allows us to enumerate expressions in an order such that each subexpression $e$ is synthesized (and cached) before any expressions that have $e$ as a subexpression. I call an enumeration order that ensures this property a \textit{well order}.
Definition 4.9 (Well Order). Given arbitrary grammars $E_{1 \ldots p}$, I say that a strict partial order $\prec$ on $E_{1 \ldots p} \times \mathbb{N}$ is a well order iff

$$\forall E_a, E_b \in E_{1 \ldots p} : \forall k_1, k_2 \in \mathbb{N} : \left[ E_a \subseteq E_b \land k_1 < k_2 \right] \implies (E_a, k_1) \prec (E_b, k_2)$$

Motivated by Theorem 4.5, my implementation of hybrid enumeration uses a particular well order that incrementally increases the expressiveness of the space of expressions. For a rough measure of the expressiveness (Definition 4.5) of a pair $(\mathcal{E}, k)$, i.e. the set of expressions of size $k$ in a given component-based grammar $\mathcal{E}$, I simply overapproximate the number of syntactically distinct expressions as $|\text{components}(\mathcal{E})|^k$. To see that this induces a well order, I first prove the following lemma:

Lemma 4.7. Let $\mathcal{E}_1$ and $\mathcal{E}_2$ be two arbitrary component-based grammars. Then, if $\mathcal{E}_1 \subseteq \mathcal{E}_2$, it must also be the case that $\text{components}(\mathcal{E}_1) \subseteq \text{components}(\mathcal{E}_2)$, where $\text{components}(\mathcal{E}_i)$ denotes the set of all components appearing in $\mathcal{E}_i$.

Proof. Let $C_1 = \text{components}(\mathcal{E}_1)$, $C_2 = \text{components}(\mathcal{E}_2)$, and $\mathcal{E}_1 \subseteq \mathcal{E}_2$. Suppose $C_1 \nsubseteq C_2$. Then, there must be at least one component $c$ such that $c \in C_1 \setminus C_2$. By definition of $\text{components}(\mathcal{E}_1)$, the component $c$ must appear in at least one expression $e \in \mathcal{E}_1$. However, since $c \notin C_2$, it must be the case that $e \notin \mathcal{E}_2$, thus contradicting $\mathcal{E}_1 \subseteq \mathcal{E}_2$. Hence, our assumption $C_1 \nsubseteq C_2$ must be false. \hfill \Box

Theorem 4.8. Let $\mathcal{E}_{1 \ldots p}$ be component-based grammars and $C_i = \text{components}(\mathcal{E}_i)$. Then, the following strict partial order $\triangleleft_{\ast}$ on $E_{1 \ldots p} \times \mathbb{N}$ is a well order

$$\forall E_a, E_b \in E_{1 \ldots p} : \forall m, n \in \mathbb{N} : (E_a, m) \triangleleft_{\ast} (E_b, n) \iff |C_a|^m < |C_b|^n$$

Proof. Let $E_a$ and $E_b$ be two component-based grammars in $E_{1 \ldots p}$. By Lemma 4.7, we have that $E_a \subseteq E_b \implies \text{components}(\mathcal{E}_1) \subseteq \text{components}(\mathcal{E}_2)$. The claim then immediately follows from Definition 4.9. \hfill \Box
function HEnum(\(f_{X \rightarrow Y} \mid \varphi, \mathcal{E}\)) : Problem, \(\mathcal{E}_{1 \ldots p}\): Grammars, \(<\): WO, \(q\): Max. Size

\[\text{Requires: component-based grammars } \mathcal{E}_1 \subset \cdots \subset \mathcal{E}_p \subseteq \mathcal{E} \text{ and } v \text{ as the input variable}\]

\[
C \leftarrow \{\}
\]

\[\text{for } i \leftarrow 1 \text{ to } p \text{ do}\]

\[
V \leftarrow \text{if } i = 1 \text{ then values}(\mathcal{E}_1) \text{ else } [\text{values}(\mathcal{E}_i) \setminus \text{values}(\mathcal{E}_{i-1})]\]

\[\text{for each } (e : \tau) \in V \text{ do}\]

\[
C[i, 1][\tau] \leftarrow C[i, 1][\tau] \cup \{e\}
\]

\[\text{if } \forall x \in X : \varphi(\lambda v. e, x) \text{ then return } \lambda v. e\]

\[R \leftarrow \text{SORT}(<, \mathcal{E}_{1 \ldots p} \times \{2, \ldots, q\})\]

\[\text{for } i \leftarrow 1 \text{ to } |R| \text{ do}\]

\[
(\mathcal{E}_j, k) \leftarrow R[i]
\]

\[\text{for } l \leftarrow 1 \text{ to } j \text{ do}\]

\[
O \leftarrow \text{if } l = 1 \text{ then operators}(\mathcal{E}_1) \text{ else } [\text{operators}(\mathcal{E}_i) \setminus \text{operators}(\mathcal{E}_{l-1})]\]

\[\text{for each } (o : \tau_1 \times \cdots \times \tau_a \rightarrow \tau) \in O \text{ do}\]

\[
L \leftarrow \text{DIVIDE}(a, k - 1, l, j, \langle\rangle)
\]

\[\text{for each } \langle(x_1, y_1), \ldots, (x_a, y_a)\rangle \in L \text{ do}\]

\[\text{for each } e_1, \ldots, e_a \in C[x_1, y_1][\tau_1] \times \cdots \times C[x_a, y_a][\tau_a] \text{ do}\]

\[
e \leftarrow o(e_1, \ldots, e_a)
\]

\[
C[j, k][\tau] \leftarrow C[j, k][\tau] \cup \{e\}
\]

\[\text{if } \forall x \in X : \varphi(\lambda v. e, x) \text{ then return } \lambda v. e\]

\[\text{return } \perp\]

\[\text{Figure 4.5: Hybrid enumeration to combat overfitting in SyGuS}\]
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- Requires: \(1 \leq a \leq q \land l \leq j\)

1. if \(a = 1\) then
2. if \(l = j \lor \exists (x, y) \in \alpha: x = j\) then return \(\{(1, q) \odot \alpha, \ldots, (j, q) \odot \alpha\}\)
3. return \(\{(j, q) \odot \alpha\}\)
4. \(L = \{\}\)
5. for \(u \leftarrow 1\) to \(j\) do
6. for \(v \leftarrow 1\) to \((q - a + 1)\) do
7. \(L \leftarrow L \cup\) DIVIDE\((a - 1, q - v, l, j, (u, v) \odot \alpha)\)
8. return \(L\)

Figure 4.6: An algorithm to divide a given size budget among subexpressions

I now describe the main hybrid enumeration algorithm, which is listed in Figure 4.5. The HENUM function accepts a SyGuS problem \(\langle f_{x \rightarrow y} | \varphi, \mathcal{E} \rangle_{\tau}\), a set \(E_{1 \ldots p}\) of component-based grammars such that \(E_1 \subset \cdots \subset E_p \subseteq \mathcal{E}\), a well order \(\ll\), and an upper bound \(q \geq 0\) on the size of expressions to enumerate. In lines 4 – 8, I first enumerate all values and cache them as expressions of size one. In general \(C[j, k][\tau]\) contains expressions of type \(\tau\) and size \(k\) from \(E_j \setminus E_{j-1}\). In line 9 I sort (grammar, size) pairs in some total order consistent with \(\ll\). Finally, in lines 10 – 20, I iterate over each pair \((E_j, k)\) and each operator from \(E_{1 \ldots j}\) and invoke the DIVIDE procedure (Figure 4.6) to carefully choose the operator’s argument subexpressions ensuring (a) correctness — their sizes sum up to \(k - 1\), (b) efficiency — expressions are enumerated at most once, and (c) completeness — all expressions of size \(k\) in \(E_j\) are enumerated.

The DIVIDE algorithm generates a set of locations for selecting arguments to an operator. Each location is a pair \((x, y)\) indicating that any expression from \(C[x, y][\tau]\) can be an argument, where \(\tau\) is the argument type required by the operator. DIVIDE accepts an arity \(a\) for an

\[^{28}\text{I use} \odot\text{ as the cons operator for sequences, e.g.} x \odot (y, z) = (x, y, z).\]
operator \( o \), a size budget \( q \), the index \( l \) of the least-expressive grammar containing \( o \), the index \( j \) of the least-expressive grammar that should contain the constructed expressions of the form \( o(e_1, \ldots, e_a) \), and an accumulator \( \alpha \) that stores the list of argument locations. In lines 7 – 9, the size budget is recursively divided among \( a - 1 \) locations. In each recursive step, the upper bound \( (q - a + 1) \) on \( v \) ensures that I have a size budget of at least \( q - (q - a + 1) = a - 1 \) for the remaining \( a - 1 \) locations. This results in a call tree such that the accumulator \( \alpha \) at each leaf node contains the locations from which to select the last \( a - 1 \) arguments, and we are left with some size budget \( q \geq 1 \) for the first argument \( e_1 \). Finally in lines 4 – 5, I carefully select the locations for \( e_1 \) to ensure that \( o(e_1, \ldots, e_a) \) has not been synthesized before — either \( o \in \text{components}(\mathcal{E}_j) \) or at least one argument belongs to \( \mathcal{E}_j \setminus \mathcal{E}_{j-1} \).

I conclude this section by stating some desirable properties satisfied by HEnum. I first define the following notion of \( j^k \)-Uniqueness and prove a few helper lemmas, then finally present and prove some properties of HEnum.

**Definition 4.10** (\( j^k \)-Uniqueness). Given grammars \( \mathcal{E}_1 \subseteq \cdots \subseteq \mathcal{E}_p \), we say that an expression \( e \) of size \( k \) is \( j^k \)-unique with respect to \( \mathcal{E}_{1 \ldots p} \) if it is contained in \( \mathcal{E}_j \) but not in \( \mathcal{E}_{(j-1)} \). We define \( \mathcal{U}[\mathcal{E}_{1 \ldots p}]^k_j \) as the maximal such set of expressions, i.e.

\[
\mathcal{U}[\mathcal{E}_{1 \ldots p}]^k_j \overset{\text{def}}{=} \{ e \in \mathcal{E}_j \mid \text{size}(e) = k \wedge e \notin \mathcal{E}_{(j-1)} \}
\]

**Lemma 4.9.** Given grammars \( \mathcal{E}_1 \subseteq \cdots \subseteq \mathcal{E}_p \), for any distinct pairs \( (j, k) \) and \( (j', k') \) the sets \( \mathcal{U}[\mathcal{E}_{1 \ldots p}]^k_j \) and \( \mathcal{U}[\mathcal{E}_{1 \ldots p}]^{k'}_{j'} \) must be disjoint, i.e.

\[
\forall j, k, j', k' : j \neq j' \lor k \neq k' \implies \mathcal{U}[\mathcal{E}_{1 \ldots p}]^k_j \cap \mathcal{U}[\mathcal{E}_{1 \ldots p}]^{k'}_{j'} = \{ \}
\]

**Proof.** When \( k \neq k' \), it is straightforward to show that \( \mathcal{U}[\mathcal{E}_{1 \ldots p}]^k_j \cap \mathcal{U}[\mathcal{E}_{1 \ldots p}]^{k'}_{j'} = \{ \} \), since an expression cannot be of size \( k \) and \( k' \) at the same time.
We now prove the claim for the case when $j \neq j'$ by contradiction. Suppose there exists an expression $e \in \mathcal{U}[\mathcal{E}_{1..p}]^k_j \cap \mathcal{U}[\mathcal{E}_{1..p}]^k_{j'}$. Without loss of generality, assume $j > j'$, and therefore $\mathcal{E}_j \supseteq \mathcal{E}_{j'}$. But then, by Definition 4.10, it must be the case that $e \notin \mathcal{E}_{j'}$ and thus $e \notin \mathcal{U}[\mathcal{E}_{1..p}]^k_j$. Therefore, our assumption that $\mathcal{U}[\mathcal{E}_{1..p}]^k_j \cap \mathcal{U}[\mathcal{E}_{1..p}]^k_{j'} \neq \{\}$ must be false.

**Lemma 4.10.** Let $\mathcal{E}_1 \subseteq \cdots \subseteq \mathcal{E}_p$ be $p$ component-based grammars. Then, for any expression $o(e_1, \ldots, e_a) \in \mathcal{U}[\mathcal{E}_{1..p}]^k_j$, if the operator $o \in \text{operators}(\mathcal{E}_q)$ such that $q < j$, at least one argument must belong to $\mathcal{E}_j$ but not $\mathcal{E}_{j-1}$, i.e.

\[
o \in \text{operators}(\mathcal{E}_q) \land q < j \implies \exists e \in e_{1..a} : e \in \mathcal{E}_j \land e \notin \mathcal{E}_{j-1}
\]

**Proof.** Consider an arbitrary expression $e_* = o(e_1, \ldots, e_a) \in \mathcal{U}[\mathcal{E}_{1..p}]^k_j$ such that $o \in \text{operators}(\mathcal{E}_q) \land q < j$. Suppose $[\forall e \in e_{1..a} : e \notin \mathcal{E}_j \lor e \in \mathcal{E}_{j-1}]$. Then, for any argument subexpression $e$, we have the following three possibilities:

- $\bigtimes e \notin \mathcal{E}_j \land e \in \mathcal{E}_{j-1}$ is impossible since $\mathcal{E}_{j-1} \subseteq \mathcal{E}_j$.

- $\bigtimes e \notin \mathcal{E}_j \land e \notin \mathcal{E}_{j-1}$ is also impossible, by Definition 4.8, due to the closure property of component-based grammars.

- $\bigtimes e \in \mathcal{E}_j \land e \in \mathcal{E}_{j-1}$ must be false for at least one argument subexpression. Otherwise, since $o \in \text{operators}(\mathcal{E}_{j-1})$ and $\mathcal{E}_{j-1}$ is closed under operator application by Definition 4.8, $e_* \in \mathcal{E}_{j-1}$ must be true. However, by Definition 4.10, we have that $e_* \in \mathcal{U}[\mathcal{E}_{1..p}]^k_j \implies e_* \notin \mathcal{E}_{j-1}$.

Therefore, our assumption $[\forall e \in e_{1..a} : e \notin \mathcal{E}_j \lor e \in \mathcal{E}_{j-1}]$ must be false.

**Lemma 4.11.** Let $\mathcal{E}_0 = \{\}$ and $\mathcal{E}_1 \subseteq \cdots \subseteq \mathcal{E}_p$ be $p$ component-based grammars. Then, for any $l \geq 1$ and any operator $o \in \text{operators}(\mathcal{E}_l) \setminus \text{operators}(\mathcal{E}_{l-1})$ of arity $a$, $\text{DIVIDE}(a, k-1, l, j, \langle \rangle)$
generates the following set $L$ of all possible distinct locations for selecting the arguments for $o$ such that $o(e_1, \ldots, e_a) \in U[\mathcal{E}_{1..p}]^k$:

$$L = \{(j_1, k_1), \ldots, (j_a, k_a) \mid o(e_1, \ldots, e_a) \in U[\mathcal{E}_{1..p}]^k \land \forall 1 \leq i \leq a: e_i \in U[\mathcal{E}_{1..p}][k_i]_j\}$$

**Proof.** In lines 7–9 of Figure 4.6, the top-level $\text{Divide}(a, k - 1, l, j, \emptyset)$ call first recursively creates a call tree of height $a - 1$ such that the accumulator $\alpha$ at each leaf node contains the locations for selecting the last $a - 1$ arguments from. Since $u$ in line 7 ranges over $\{1, \ldots, j\}$ and $v$ in line 8 ranges over $\{1, \ldots, (k - 2)\}$, the call tree must be exhaustive by construction.

Concretely, the values of $\alpha$ at the the leaf nodes must capture every possible sequence of $a - 1$ locations, $(j_1, k_1), \ldots, (j_{(a-1)}, k_{(a-1)})$, such that $k_1 + \cdots + k_{(a-1)} \leq k - 2$.

Finally at the leaf nodes of the call tree, lines 4–5 are triggered to select locations for the first argument. The naïve approach of simply assigning the remaining size to each grammar in $\mathcal{E}_{1..j}$ would be exhaustive, but may lead to enumerating other expressions $o(e_1, \ldots, e_a) \notin U[\mathcal{E}_{1..p}]^k$ when $l < j$. Therefore, we check if $l < j$ and no location $(x, y)$ in $\alpha$ satisfies $x = j$, in which case we assign the remaining size to only $\mathcal{E}_j$ in line 5. Lemma 4.10 shows that this check is sufficient to guarantee that we only enumerate expressions in $U[\mathcal{E}_{1..p}]^k$. □

**Theorem 4.12 (HEnum is Complete).** Given a SyGuS problem $S = \langle f_{x \rightarrow y} \mid \varphi, \mathcal{E} \rangle_T$, let $\mathcal{E}_{1..p}$ be component-based grammars over theory $\mathbb{T}$ such that $\mathcal{E}_1 \subset \cdots \subset \mathcal{E}_p = \mathcal{E}$, $\triangleleft$ be a well order on $\mathcal{E}_{1..p} \times \mathbb{N}$, and $q \geq 0$ be an upper bound on size of expressions. Then, $\text{HEnum}(S, \mathcal{E}_{1..p}, \triangleleft, q)$ will eventually find a satisfying expression if there exists one with size $\leq q$.

**Proof.** First, we observe that every expression $e \in \mathcal{E}$ must belong to some maximal set of $j^k$-unique expressions with respect to $\mathcal{E}_{1..p}$:

$$\forall e \in \mathcal{E}: \exists j \in \{1, \ldots, p\}: \exists k \in \{1, \ldots, q\}: e \in U[\mathcal{E}_{1..p}]^k_j$$
We show that $C[j, k]$ in HENUM (Figure 4.5) stores $U[E_{1...p}]^k$, into various $C[j, k][\tau]$ lists based on the expression type $\tau$. Since HENUM computes $C[j, k]$ for each $j \in \{1, \ldots, p\}$ and each $k \in \{1, \ldots, q\}$, it must enumerate every expression in $\mathcal{E}$ with size at most $q$, and thus eventually find $e$.

The base cases $C[i, 1] = U[E_{1...p}]^1_i$ are straightforward. The inductive case follows from Lemma 4.11. For each $(j, k) \in \{1, \ldots, p\} \times \{1, \ldots, q\}$ and each operator in $E_{1...j}$, we invoke DIVIDE (Figure 4.6) to generate all possible locations for the operator’s arguments such that the final expression is contained in $U[E_{1...p}]^k_j$. Lines 16 – 20 in HENUM then populate $C[j, k]$ as $U[E_{1...p}]^k_j$ by applying the operator to subexpressions of appropriate types drawn from these locations.

**Theorem 4.13 (HENUM is Efficient).** Given a SyGuS problem $S = (f_{X \rightarrow Y} \mid \varphi, \mathcal{E})_\gamma$, let $\mathcal{E}_{1...p}$ be component-based grammars over theory $\mathcal{T}$ such that $\mathcal{E}_1 \cdots \mathcal{E}_p \subseteq \mathcal{E}$, $\prec$ be a well order on $\mathcal{E}_{1...p} \times \mathbb{N}$, and $q \geq 0$ be an upper bound on size of expressions. Then, HENUM($S, \mathcal{E}_{1...p}, \prec, q$) will enumerate each distinct expression at most once.

**Proof.** As shown in the proof of Theorem 4.12, $C[j, k]$ in HENUM (Figure 4.5) stores $U[E_{1...p}]^k_j$. Then, by Lemma 4.9, we immediately have that all pairs $C[j, k]$ and $C[j', k']$ of synthesized expressions are disjoint when $j \neq j'$ or $k \neq k'$.

Furthermore, although each $C[j, k]$ is implemented as a list, we show that any two expressions within any $C[j, k]$ list must be syntactically distinct. The base cases $C[i, 1]$ are straightforward. For the inductive case, observe that if each list $C[j_1, k_1], \ldots, C[j_a, k_a]$ only contains syntactically distinct expressions, then all tuples within $C[j_1, k_1] \times \cdots \times C[j_a, k_a]$ must also be distinct. Thus, if an operator $o$ with arity $a$ is applied to subexpressions drawn from the cross product, i.e. $\langle e_1, \ldots, e_a \rangle \in C[j_1, k_1] \times \cdots \times C[j_a, k_a]$, then all resulting expressions of the form $o(e_1, \ldots, e_a)$ must be syntactically distinct. Thus, by structural induction, we have that in any list $C[j, k]$ all contained expressions are syntactically distinct. 

---
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Figure 4.7: The number of failures on increasing grammar expressiveness, for state-of-the-art SyGuS tools, with and without the PLearn framework (Figure 4.4)

4.4 Experimental Evaluation

In this section I empirically evaluate PLearn and HEnum. My evaluation uses a set of 180 synthesis benchmarks, consisting of all 127 official benchmarks from the Inv track of 2018 SyGuS competition [AF19] augmented with benchmarks from the 2018 Software Verification competition (SV-Comp) [Bey17] and challenging verification problems proposed in prior work [BDM18, BMS05]. All these synthesis tasks are defined over integer and Boolean values, and I evaluate them with the six grammars described in Figure 4.1. I have omitted benchmarks from other tracks of the SyGuS competition as they either require us to construct $E_1...p$ (Section 4.3) by hand or lack verification oracles. All experiments presented in this section were performed on an 8-core Intel® Xeon® E5 machine clocked at 2.30 GHz with 32 GB memory running Ubuntu® 18.04.

29 All benchmarks are available at https://github.com/SaswatPadhi/LoopInvGen.
4.4.1 Robustness of PLEARN

For five state-of-the-art SyGuS solvers – (a) LOOPINVGEN [PSM16], (b) CVC4 [RDK15, BCD11], (c) STOCH [ABJ13, IIIF], (d) SKETCHAC [JQS15, Sol13], and (e) EUSOLVER [ARU17] – I have compared the performance across various grammars, with and without the PLEARN framework (Figure 4.4). In this framework, to solve a SyGuS problem with the $p^{th}$ expressiveness level from my six integer-arithmetic grammars (see Figure 4.1), I run $p$ independent parallel instances of a SyGuS tool, each with one of the first $p$ grammars. For example, to solve a SyGuS problem with the Polyhedra grammar, I run four instances of a solver with the Equalities, Intervals, Octagons, and Polyhedra grammars. I evaluate these runs for each tool, for each of the 180 benchmarks and for each of the six expressiveness levels.

Figure 4.7 summarizes my findings. Without PLEARN the number of failures initially decreases and then increases across all solvers, as grammar expressiveness increases. However, with PLEARN the tools incur fewer failures at a given level of expressiveness, and there is a trend of decreased failures with increased expressiveness. Thus, I have demonstrated that PLEARN is an effective measure to mitigate overfitting in SyGuS tools and significantly improve their performance.

4.4.2 Performance of Hybrid Enumeration

To evaluate the performance of hybrid enumeration, I augment an existing synthesis engine with HENUM(Figure 4.5). I modify my LOOPINVGEN tool [PSM16], which is the best-performing SyGuS synthesizer from Figure 4.7. Internally, LOOPINVGEN leverages ESCHER [AGK13], an enumerative synthesizer, which I replace with HENUM. I make no other changes to LOOPINVGEN. I evaluate the performance and resource usage of this solver, HE+LOOPINVGEN, relative to the original LOOPINVGEN with and without PLEARN(Figure 4.4).
Failures on increasing grammar expressiveness

Performance. In Figure 4.8(a), I show the number of failures across my six grammars for LoopInvGen, HE+LoopInvGen and LoopInvGen with PLEARN, over my 180 benchmarks. HE+LoopInvGen has a significantly lower failure rate than LoopInvGen, and the number of failures decreases with grammar expressiveness. Thus, hybrid enumeration is a good proxy for PLEARN.

Resource Usage. To estimate how computationally expensive each solver is, I compare their total-time cost ($\tau$). Since LoopInvGen and HE+LoopInvGen are single-threaded, for them I simply use the wall-clock time for synthesis as the total-time cost. However, for PLEARN with $p$ parallel instances of LoopInvGen, I consider the total-time cost as $p$ times the wall-clock time for synthesis.

In Figure 4.8(b), I show the median overhead (ratio of $\tau$) incurred by PLEARN over HE+LoopInvGen and HE+LoopInvGen over LoopInvGen, at various expressiveness levels. As I move to grammars of increasing expressiveness, the total-time cost of PLEARN increases significantly, while the total-time cost of HE+LoopInvGen essentially matches that of LoopInvGen.
4.4.3 Competition Performance

Finally, I evaluate the performance of HE+LOOPINVGEN on the benchmarks from the Inv track of the 2018 SyGuS competition [AF19], against the official winning solver, which I denote LIG [PSM17] — a version of LOOPINVGEN [PSM16] that has been extensively tuned for this track. In the competition, there are some invariant-synthesis problems where the postcondition itself is a satisfying expression. LIG starts with the postcondition as the first candidate and is extremely fast on such programs. For a fair comparison, I added this heuristic to HE+LOOPINVGEN as well. No other change was made to HE+LOOPINVGEN.

LOOPINVGEN solves 115 benchmarks in a total of 2191 seconds whereas HE+LOOPINVGEN solves 117 benchmarks in 429 seconds, for a mean speedup of over $5 \times$. Moreover, no entrants to the competition could solve [AF19] the two additional benchmarks (gcnr_tacas08 and fib_20) that HE+LOOPINVGEN solves.

4.5 Related Work

The most closely related work investigates overfitting for verification tools [SNA14]. My work differs from theirs in several respects. First, I address the problem of overfitting in CEGIS-based synthesis. Second, I formally define overfitting and prove that all synthesizers must suffer from it, whereas they only observe overfitting empirically. Third, while they use cross-validation to combat overfitting in tuning a specific hyperparameter of a verifier, my approach is to search for solutions at different expressiveness levels.

The general problem of efficiently searching a large space of programs for synthesis has been explored in prior work. Lee et al. [LHA18] use a probabilistic model, learned from known solutions to synthesis problems, to enumerate programs in order of their likelihood. Other approaches employ type-based pruning of large search spaces [PKS16, OZ15]. These techniques are orthogonal to, and may be combined with, my approach of exploring grammar subsets.

123
The presented results are widely applicable to existing SyGuS tools, but some tools fall outside my purview. For instance, in programming-by-example (PBE) systems [GPS17, §7], the specification consists of a set of input-output examples. Since any program that meets the given examples is a valid satisfying expression, my notion of overfitting does not apply to such tools. However in a recent work, Inala et al. [IS17] show that incrementally increasing expressiveness can also aid PBE systems. They report that searching within increasingly expressive grammar subsets requires significantly fewer examples to find expressions that generalize better over unseen data. Other instances where the synthesizers can have a free lunch, i.e. always generate a solution with a small number of counterexamples, include systems that use grammars with limited expressiveness [JGS10, SGH13a, GT12].

This work falls in the category of formal results about SyGuS. In one such result, Jha et al. [JS17] analyze the effects of different kinds of counterexamples and of providing bounded versus unbounded memory to learners. Notably, they do not consider variations in “concept classes” or “program templates,” which are precisely the focus of my study. Therefore, my results are complementary: I treat counterexamples and learners as opaque and instead focus on grammars.
CHAPTER 5

Conclusion

I have presented a number of techniques that I have developed to automatically infer likely program invariants using information from concrete program executions, such as examples, test cases, execution traces etc. The key enabling factor was a convergence of data-driven insights from machine learning community and symbolic reasoning from the formal methods community — a common theme across my thesis work. I show that the proposed techniques are not only faster [AF19] than the state-of-the-art techniques, but also result in a less onerous, more expressive workflow. Ultimately, these techniques are meant to aid end users in formulating the specifications and inductive invariants that are required to formally reason about correctness of their programs.

Beyond the techniques presented in this thesis, the proposed data-driven invariant learning strategy has also been shown to be useful for learning invariants in other domains. In a recent work, I have also explored automatically learning representation invariants [MPW20] for verifying data structure implementations. Menendez et al. have also utilized this approach for verifying compiler optimizations [MN17]. The FlashProfile [PJP18] technique has also been deployed by Microsoft as part of the widely used PROSE [Cor17e] SDK.

There are still a number challenges that need to be addressed before program verification is likely to see mass adoption. One of the most important ones is developing effective yet intuitive user-interaction models for verification tools. The techniques presented in this thesis work with concrete program states or input-output examples. However, providing concrete examples of internal program states can be challenging for complex programs. Alternative
interaction models, such as proactively requesting users to choose between discriminating examples, would be worthwhile to explore.
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