
\

Uncertainty-Aware Unsupervised 
and Robust Reinforcement Learning

1



Department of Computer Science

Uncertainty-aware Unsupervised and Robust Reinforcement Learning  — Weitong Zhang 2

Science of Decision Making & Decision Making for Science

Endeavor: Decision making 
for scientific discoveries

Frontier models / decision making 
for scientific tasks and drug design
[ACS Meas.Au’22, Nat. Comm.’24, etc.]

Robust reinforcement learning under 
model error / misspecification 

[ICML’23]

Unsupervised data collection and 
exploration in reinforcement learning

[NeurIPS’21; ICML’23, ‘24]

Uncertainty-aware Unsupervised and Robust Reinforcement Learning  — Weitong Zhang

Unsupervised Data Collection & Exploration
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REWARD-FREE EXPLORATION IN REINFORCEMENT LEARNING

3

Unsupervised Data Collection & Exploration
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Field research for public health
• Explore different groups
• Gain as much information as 

possible

Search engine (GPT4+Bing)
• Learn how to search result
• Search for specific result

Multi-task robotics
• Explore and learn physics
• Execute the desired motion

Unsupervised RL — Explore without supervision
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🧭  SUPERVISED REINFORCEMENT LEARNING — CONCERNS AND ISSUES

5

Motivation: Efficient exploration for various tasks

Stand: 🧭 Run: 🧭 Swim: 🧭 Walk: 🧭
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Efficient exploration for various tasks

FINE-TUNING / OFFLINE RL
Offline data

Run: 🗺 Swim: 🗺 Walk: 🗺
Transferrable?

NO!

Stand: 🧭

OFFLINE RL WITH SUPERVISED DATA COLLECTION …
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Unsupervised RL: Exploration for various tasks

DESIGNING UNSUPERVISED EFFICIENT EXPLORATION POLICY

FINE-TUNING / OFFLINE RL
Offline data

Stand: 🧭

Run: 🗺 Swim: 🗺 Walk: 🗺

?

Transferrable?
YES!



Department of Computer Science

Uncertainty-aware Unsupervised and Robust Reinforcement Learning  — Weitong Zhang 8

🤔 How to efficiently explore the 
environments without supervision?

🤓 Foundation of unsupervised RL 
for both practice and analysis!
[ZZG, NeurIPS’21]; [ZZG, ICML’23]; [ZZZG, ICML’24]
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I should explore 
spaces that I’m 
unfamiliar with!

INTUITION — UNCERTAINTY AS REWARDS

9

Designing efficient exploration policy

• Uncertainty / Curiosity
• Empirical Unsupervised RL:

• Intrinsic reward [PA+’17]
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UNCERTAINTY AS PSEUDO REWARD FUNCTION [ZZG21]
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Leveraging uncertainty for unsupervised RL

FINE-TUNING / OFFLINE RL
Offline data

Stand: 🧭

Run: 🗺 Swim: 🗺 Walk: 🗺
Transferrable?

YES!

Try maximize 
C(s1, a1) = ∑ u(sh, ah)

u(s, a)
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Function class  for approximating…

• State transition 

• Value function 

On historical dataset :

ℱ
P(s′ |s, a)

Q(s, a) = ∑h r(sh, ah)
𝒟 = {(si, ai)}

u(s, a) = max
f1, f2∈ℱ

(f1(s, a) − f2(s, a))2

(radius of set)

s.t. ∑
(si,ai)∈𝒟

(f1,2(si, ai) − f*(si, ai))2 ≤ β

(well trained functions)

THEORETICAL FRAMEWORK

Detour: How to determine uncertainty?
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Theorem [ZZG21]. For UCRL-RFE algorithm, for any , if  
episodes are collected during exploration phase, then with high probability, for any reward function , 
we can output a policy  such that  in planning phase.

0 < ϵ < 1 K = �̃�(H5d2ϵ−2)
r

π 𝔼s [V*1 (s; r) − Vπ
1 (s; r)] ≤ ϵ

12

UCRL-RFE — Uncertainty as intrinsic reward

Unknown reward 
Exploration phase

 timesK

Offline data

Any reward function
Planning phase

How many episodes  do we need 
for in exploration phase to get near-
optimal policy in planning phase?

K

u(s, a)
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: length of decision process

e.g. At most  steps in 
Maze

: dimension of features

: precision of planning 
(most important)

H
s1, a1, s2, a2, ⋯sH, aH

H = 100

d
ϕ(s, a, s′ ) ∈ ℝd

ϵ

13

Theoretical results — Unsupervised RL

: Expected cumulative reward 
get from policy 

: Maximum 

cumulative reward from optimal policy

Vπ
1 (s; r)

π
Vπ

1 (s; r) = 𝔼[∑H
h=1 r(sh, ah) π]

V*1 (s; r) = max
π

Vπ
1 (s; r)

No #state required!

AlphaGo: 
S ≥ 10360, d = 19 × 19

Theorem [ZZG21]. For UCRL-RFE algorithm, for any , if  
episodes are collected during exploration phase, then with high probability, for any reward function , 
we can output a policy  such that  in planning phase.

0 < ϵ < 1 K = �̃�(H5d2ϵ−2)
r

π 𝔼s [V*1 (s; r) − Vπ
1 (s; r)] ≤ ϵ
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: intrinsic reward —  motivation, curiosity   : extrinsic reward — target, goal

Exploration policy: 

rint ⇔ rext
π = arg max

π
Vπ

1 (s; rint)

PSEUDO REWARD IS INTRINSIC REWARD [PA+17]

14

Discussion: Foundation of unsupervised RL

Various intrinsic rewards in unsupervised RL [Las+21]

∥ f (st+1 |st, at) − st+1∥2
2 f2(s, a) = f *(s, a)

Var[ fi(st+1 |st, at)]i

∥ f1(st, at) − f2(st, at)∥2
2

Name Intrinsic reward Translation

ICM [PA+’17]

Disagreement [PG+’19] Variance as radius

RND [BE+’18] Only two function 
candidates

rint(s, a) = max
f1, f2∈ℱ

(f1(s, a) − f2(s, a))2

s.t. ∑
(si,ai)∈𝒟

(f1,2(si, ai) − f *(si, ai))2 ≤ β
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Experiments — Multi-task robotics

Walk

Run Stand

Exploration (3, 2x speed)

DeepMind Control Robotics:
Exploration: 1M frames, no reward
Only 10% of offline RL benchmarks!

(D4RL: 10M frames, expert agent)

Cumulative rewards (std) for various tasks

Task ICM 
[PA+’17]

Disagreement
[PG+’19]

RND 
[BE+’18] Ours

Walk 411 (237) 851 (63) 709 (115) 826 (89)
Stand 466 (17) 726 (79) 750 (62) 925 (50)
Run 108 (41) 340 (37) 306 (34) 339 (64)

15
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Uncertainty-aware curiosity helps 
exploration without supervision
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Misspecification-Robust Decision Making

Endeavor: Decision making 
for scientific discoveries

Frontier models / decision making 
for scientific tasks and drug design
[ACS Meas.Au’22, Nat. Comm.’24, etc.]

Robust reinforcement learning under 
model error / misspecification 

[ICML’23]

Unsupervised data collection and 
exploration in reinforcement learning

[NeurIPS’21; ICML’23, ‘24]

Uncertainty-aware Unsupervised and Robust Reinforcement Learning  — Weitong Zhang
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REINFORCEMENT LEARNING WITH MODEL MISSPECIFICATION

18

Misspecification-Robust Decision Making
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Model error, Physic laws, etc.. 

Model Misspecification Always Exists… 

Function approximations, Neural networks

v′ 

u

?v = v′ + u

!v =
v′ u

1 + v′ u
c2
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Design a IC with ruler and 
compass?

Very high precision! 🤔

Draw a blueprint with a tape 
measure?

Too large misspecification! 🤔

Draw a blueprint with ruler and 
compass? 

Good match!🤓

Will the model misspecification affect decisions?
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Model misspecification in Reinforcement Learning

Misspecified function f (x)

Exploitation
Use the estimator properly

Exploration
Learn a robust estimator

Environment
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🤔 What’s the relationship between 
misspecification & precision in RL?

🤓 The interplay between 
misspecification & “precision”

[ZHFG, ICML’23; ZFHG, 24]
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• Gain from reducing uncertainty: 

• Lost from error: 

• : number of data we used

• STOP before making mistakes 

• Skip the data (desired precision)

• Learn from the data 

r(x) = f (x)⏟
Model

+ u(x)
⏟

Uncertainty

+ ζ(x)⏟
Error

�̃�(1/ N )
�̃�(1)

N

u(x) ⪅ Δ
u(x) ⪆ Δ

Learning a proper function approximation
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When desired precision  is not  given to us…Δ

Select Largest Orange

Δ = 4ft Δ = 2ft Δ = 1ft

Arm Elimination [CLRS’ 11]
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Precision v.s. misspecification

: difference between the  and  action
: model misspecification 

Δ 1st 2nd
ζ

25

Theoretical results — Robust Data Selection for RL

Theorem [ZHFG23]. For any , let the parameter be properly set, if the misspecification 

level is bounded by , then with probability at least , the cumulative regret is 

bounded by 

0 < δ < 1

dζ ⪅ Δ 1 − δ
Regret(K ) ≤ �̃�(d2Δ−1 log(δ−1))

: 
(total ‘mistakes’ for k rounds)

: dimension of (linear) function approximation
: high-probability factor 

Regret(K ) = ∑K
k=1 r*k − r(xk)

d
δ
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Interplay between precision and model error

Theorem [ZHFG23]. When , then there 

exists some hard case such that  

You can never learn a good estimator!

dζ ⪆ Δ
Regret(K ) ≈ KΔ

Theorem [ZHFG23]. For any , let the parameter be properly set, if the misspecification 

level is bounded by , then with probability at least , the cumulative regret is 

bounded by 

0 < δ < 1

dζ ⪅ Δ 1 − δ
Regret(K ) ≤ �̃�(d2Δ−1 log(δ−1))
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Byproduct: Constant Regret and Finite Mistakes

 not grow with !

• First constant regret without prior assumption
• Does not violate the  bound

• Easily match with 
• Only finite budget (error) to learn the task!

Regret(K ) ≤ �̃�(d2Δ−1 log(δ−1)) K

Ω(log K )
δ = 1/K

To err is human, but to 
persist is diabolical

— Seneca the Younger

I make mistakes, but only 
finite mistakes

— RL with data selection
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Uncertainty-aware data selection 
helps control model misspecification
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Next-step Decision Making for Science

Endeavor: Decision making 
for scientific discoveries

Frontier models / decision making 
for scientific tasks and drug design
[ACS Meas.Au’22, Nat. Comm.’24, etc.]

Robust reinforcement learning under 
model error / misspecification 

[ICML’23]

Unsupervised data collection and 
exploration in reinforcement learning

[NeurIPS’21; ICML’23, ‘24]

Uncertainty-aware Unsupervised and Robust Reinforcement Learning  — Weitong Zhang
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OTHER WORKS AND FUTURE DIRECTION

30

Next-step Decision Making for Science
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Reinforcement learning for chemical analysis

[HZ+, ACS Meas. Au’22]
[SS+, Nat. Comm.’24]

• Robotic systems:
• 600 hrs wet lab -> 55 robot hrs

• Future directions:
• Understanding the foundation of 

• Chemical reactions
• Molecule science

• Explainable RL for robust reaction analysis
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Pandemic control using causal inference

(a) Treatment Fusing

!""

!""

#!
Temporal
Encoding

Get Vaccine
(Starts at July.1)
Stay-at-Home
(Starts at Jun.19)

#!

!"#$

$"#
$$#

$%#

Prediction

%"#

%$#
%%#

Observation

July.4

&&
!

Treatments

Observations

Latent Representations

%! = %" + ∫!"#"
! )** %!" , ,!" ,-$

!" .!%

-$
! = /&'(&(%!)

(b) Treatment-Induced Coupled GraphODE

July.18

ℒ = ℒ'() + *ℒ'*) + +ℒ'+)
+,ℒ',) + -ℒ-../01234 5302134

How many people will 
get infected by COVID?

Will it be better if we all get vaccine?

Future work: physical informed NNs 
for epidemic models (SEIR)
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CNN  Seq2Seq  Atari RL
Diffusion  LLM  🔥 

→ →
→ →

🚀 Better decision making 
empowered by foundation models
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Multi-modality LLM for molecule prediction

Future work
• Reasoning for scientific tasks

• E.g. Why this molecule is toxic?
• (Similar molecule is toxic?)
• (Some structure is toxic?)

• Foundation model of RL + LLM
• E.g. RLHF, self-supervised learning, 
• E.g. LLM agent with RL

• LLM to describe the molecule properties
• New dataset for evaluation
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Drug discovery using diffusion models

Last 300 step in reverse (denoising) process

Future work

• RL + diffusion model  trial and error!
• Protein / Ligand generation 

⇒

• Equivariant model (Rotation, translation)
• Theoretical framework

• Discrete generative model for atom type
 Stable, higher quality generation

Pr ({ ⃗xn}) = Pr ({ ⃗xn − ⃗xc}) Pr( ⃗xc)

⇒
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Interdisciplinary 
collaborations for 
decision making

36

Advanced decision making 
algorithms

• Unsupervised RL / Exploration
• Robust RL / Adversarial RL
• Multi-agent RL 

Decision making with foundation 
models

• LLM agent / RLHF
• Diffusion RL
• Self-supervised exploration

Decision making for scientific 
discoveries and healthcare

• Exploration for scientific tasks
• Automated systems research
• Field research in public health
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Image Credits I
• Decision making for scientific discoveries and healthcare: GPT4 (https://chat.openai.com/)
• CDC website: https://web.archive.org/web/20200618014344/https://www.cdc.gov/coronavirus/

2019-ncov/covid-data/forecasting-us.html
• PCH table, Pearl’s book: https://crl.causalai.net/crl-icml20.pdf 
• Spherical harmonics: https://en.wikipedia.org/wiki/Spherical_harmonics
• Maze: https://www.mazegenerator.net/ 
• Unsupervised RL: https://bair.berkeley.edu/blog/2021/12/15/unsupervised-rl/ 
• Google search: https://www.google.com
• RL demonstration: https://commons.wikimedia.org/w/index.php?curid=57895741
• Go game: https://commons.wikimedia.org/w/index.php?curid=15223468
• Mouse-Maze solving: https://www.youtube.com/watch?v=ZMQbHMgK2rw 

https://chat.openai.com/
https://web.archive.org/web/20200618014344/https://www.cdc.gov/coronavirus/2019-ncov/covid-data/forecasting-us.html
https://web.archive.org/web/20200618014344/https://www.cdc.gov/coronavirus/2019-ncov/covid-data/forecasting-us.html
https://web.archive.org/web/20200618014344/https://www.cdc.gov/coronavirus/2019-ncov/covid-data/forecasting-us.html
https://crl.causalai.net/crl-icml20.pdf
https://en.wikipedia.org/wiki/Spherical_harmonics
https://www.mazegenerator.net/
https://bair.berkeley.edu/blog/2021/12/15/unsupervised-rl/
https://www.google.com
https://commons.wikimedia.org/w/index.php?curid=57895741
https://commons.wikimedia.org/w/index.php?curid=15223468
https://www.youtube.com/watch?v=ZMQbHMgK2rw
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Image Credits II
• Issac Newton: https://en.wikipedia.org/wiki/Isaac_Newton
• Albert Einstein: https://en.wikipedia.org/wiki/Albert_Einstein
• IC: https://en.wikipedia.org/wiki/Integrated_circuit 
• Tape ruler: https://en.m.wikipedia.org/wiki/File:Retractable_twenty_meter_tape_measure_2.jpg 
• Vernier calipers: https://i.ebayimg.com/images/g/FD8AAOSwex1kR9WN/s-l1600.jpg
• Orange selection video: https://www.youtube.com/watch?v=2J_SxL7FvM0
• Seneca the Younger: https://en.wikipedia.org/wiki/Seneca_the_Younger 
• Square wave: https://commons.wikimedia.org/wiki/File:Square_Wave_Fourier_Series.svg 

https://en.wikipedia.org/wiki/Isaac_Newton
https://en.wikipedia.org/wiki/Albert_Einstein
https://en.wikipedia.org/wiki/Integrated_circuit
https://en.m.wikipedia.org/wiki/File:Retractable_twenty_meter_tape_measure_2.jpg
https://i.ebayimg.com/images/g/FD8AAOSwex1kR9WN/s-l1600.jpg
https://www.youtube.com/watch?v=2J_SxL7FvM0
https://en.wikipedia.org/wiki/Seneca_the_Younger
https://commons.wikimedia.org/wiki/File:Square_Wave_Fourier_Series.svg
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